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Chapter 1

Kinetic Physics of the Solar Wind

1.1 The Solar Wind

Based on observations of comet tail accelerations, that could not be explained by the

solar photon radiation pressure, in 1951 L. Biermann developed the concept of a con-

tinuous plasma stream from the Sun that was first called solar corpuscular radiation [9]

and which is today known as the solar wind. In 1958 E. Parker [54] presented a first

model of the solar wind that could reproduce the high plasma outflow speeds of more

than 500 km/s calculated by Biermann. This was achieved by assuming a stationary

expansion of the solar corona instead of the previously common assumption that this

outermost atmospheric layer of the Sun is in hydrostatic equilibrium. As depicted in

Figure 1.1, the Parker model of the solar wind predicts outflow speeds between 200

and 800 km/s for coronal temperatures on the order of Te ≈ 106 K which is in good

agreement with the coronal temperatures that were inferred already in the 1940ies from

spectroscopic measurements of the solar corona [Aschwanden and references within].

In 1959 the existence of the solar wind could be proofed independently with in-situ

particle measurements by the Russian Luna-1 and US-American Mariner-2 missions

[26, 59]. The plasma experiment on Mariner-2 measured almost the entire solar wind

speed range that was predicted by the Parker model from speeds below 300 km/s to

about 800 km/s [59]. This speed range is confirmed up to today by all following mis-

sions and thus can be considered as the regular solar wind speed range. Mariner-2

measurements also revealed the two major ion components of the solar wind as pro-

tons (H+) and alpha particles (He2+) that have relative abundances of 95% and 5% in

the the average solar wind.

The Parker model based on the radial expansion of the plasma also has implications for

1
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FIGURE 1.1: Predicted solar wind outflow speed v in dependence of of the distance
to the solar center r for coronal temperatures T = 0.5 · 106 K - T = 4 · 106 K. The
speeds are calculated as spherically symmetric hydrodynamic expansion velocity of
an isothermal solar corona. The distance is given in units of the solar radius a, which

has been approximated as a = 106 km. The Figure is taken from [54].

the topology of the magnetic field in the solar wind. This magnetic field is generated by

processes within the Sun [15] and can be regarded in a first approximation (for the quiet

Sun) as a dipole field perpendicular to the ecliptic plane of the heliosphere. The B-field

expands from the solar surface, the photosphere, through the Sun’s atmosphere out

into interplanetary space. At a certain distance from the Sun, the local kinetic pressure

in the surrounding plasma

pkin = nkBT , (1.1)

depending on the plasma temperature T and particle number density n, overcomes the

local magnetic pressure

pkin =
B2

µ0
, (1.2)

where B = |B| is the magnitude of the ambient magnetic field and µ0 is the vacuum

permeability. At this point, where the so-called plasma beta parameter β = pkin/pmag

becomes larger than 1, the trajectories of the charged plasma particles are no longer

confined to the solar magnetic field but instead the particles start to stream out radially
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from the Sun and carry the magnetic field lines with them. The B-field is said to be

frozen into the plasma from this point on and the surface that is defined by β = 1 is

termed the source surface of the solar wind. It is estimated to be located at a distance

of R0 & 1RS above the Sun’s surface where Rs ≈ 7 · 105 km is the solar radius (see

Figure 1.2). The Parker model yields that the acceleration of the solar wind happens in

a region close to the source surface that is narrow compared to heliospheric scales of at

least several astronomical units (1 AU ≈ 1.5 · 108 km). From there on, the wind streams

with nearly constant speed outwards in accordance with the speed profiles in Figure

1.1. Based on this approximation of constant speed one finds for the heliospheric steady

state B-field that the field lines form an Archimedean spiral and their orientation (or

winding angle) φ in the ecliptic plane at a radial distance R ≥ R0 relative to the center

of the Sun is given by:

tan(φ) = φ0 −
ω

v
R (1.3)

where ω = 2π/25.38 d is the (sidereal) angular speed corresponding to the solar rota-

tion, v is the assumed constant flow speed of the solar wind and φ0 is the azimuth angle

at R = R0 which is by definition of the particle outflow direction perpendicular to the

source surface. The magnetic field B(R, φ) = Br + Bφ at any location r = (R, φ) in the

ecliptic plane can then be calculated as

Br(R) = B0

(
R0

R

)2

er (1.4)

and

Bφ(R, φ) = B0

(ω

v

)
(R− R0)

(
R
R0

)2

eφ (1.5)

where B0 = |B0| is the magnitude of the magnetic field on the source surface and er and

eφ are the radial and azimuthal unit vectors in polar coordinates, respectively. As we

can see from 1.3 the mean magnetic field direction in the ecliptic plane varies with the

distance to the Sun and also to some extent with the solar wind speed. For instance at

the Lagrange-point L1 that is corotaing with the Earth at a solar distance of RL1 ≈ 1 AU,

we find for a solar wind speed of 400 km/s a mean B-field angle of φ = −45◦ with re-

spect to the selected radial solar wind outflow direction φ0 = 0 if we substitute the

sidereal angular speed by the synodical angular speed ω̃ = 2π/27.28 d.

Since the establishment of the Parker model more than 60 years have passed and a

number of missions dedicated to the Sun and the solar wind were launched, among
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FIGURE 1.2: Modeled plasma beta parameter as a function of the height in the solar
atmosphere. The figure is taken from [18].

them Helios, Ulysses, SOHO, ACE, Hinode, SDO, STEREO, and recently Parker(!) So-

lar Probe. These missions, together with particular experiments on planetary missions

such as the famous Apollo11 [21] solar wind foil experiment, contributed to reveal a

much more detailed picture of the solar wind i.e. by determining the kinetic properties

of its main constituents at different distances from the Sun [44],[45],[63],[20], discover-

ing and describing the heavy element component from helium to nickel [10], analyzing

the wind’s source regions [14] or unveiling the global 3-dimensional structure of the

solar wind over the solar cycle [49],[50].

In the simplest scheme the solar wind is divided into two classes that are related his-

torically to the typical observed speeds and are therefore called fast wind and slow wind.

The slow wind is typically measured at velocities around 300 km/s up to velocities of
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about 400 km/s while the fast wind is usually measured at speeds above 500 km/s

and reaches up to about 800 km/s [56], [16]. Naturally, one also measures intermediate

speeds for which the classical distinction can be ambiguous and there exist alternative

scheme of classification schemes [71] that are currently also investigated with machine

learning techniques [29]. Yet, for the purpose of this work it is sufficient to keep the two-

class scheme that, besides its terminology, is nowadays based on more criteria than just

the solar wind speed. Fast and Slow wind are also different in elemental and charge

state composition of the so-called heavy minor elements with atomic number Z > 2 and

relative abundances below 10−3 compared to solar wind hydrogen: While both wind

types show an enhancement of so-called low-FIP elements (with a first ionization po-

tential below UFIP . 10 V such as calcium, magnesium, silicon, and iron) compared

to the photospheric composition, in the slow wind the over-representation of low-FIP

elements is with a factor of about 3 much stronger pronounced than in the fast wind

with a factor of about 1.5 [10]. Finally, the typical slow and fast wind streams also

differ in the observed charge states of the heavy elements. One has to note that the

(final) charge state of an ion that is measured in the solar wind is determined in the

solar corona [e.g. [22], [2] (minor ion charge states etc)] where the higher particle den-

sities yield short ionization and recombination times so that the mean charge state of

a species can adapt to the plasma temperature, while the rapidly decreasing densities

in the solar wind cause a so-called freezing of the charge states independent of the local

plasma temperature. As one observes higher ion charge states in the slow wind com-

pared to the fast wind [69], which links the slow wind to higher coronal temperatures,

these observations pose a serious problem to the Parker model.

An alternative approach to understand the nature of the slow and fast wind is to look

for its respective origin on the Sun by comparing in-situ kinetic and composition mea-

surements with remote sensing observations of the solar corona. Within the ecliptic the

back-mapping of small scale structures in the in-situ data back to the corona might be

ambiguous but with Ulysses for the first time solar wind in-situ measurements out of

the ecliptic were possible and as can be seen from Figure 1.3 one can recognize a simple

large scale pattern of the solar wind outflow kinetics for the quiet Sun (in the left panel).

It becomes clear that at quiet conditions the fast wind originates from extended regions

at high latitudes while at low latitudes primarily slower wind is observed. By the com-

parison with EUV and soft X-ray images of the corona (e.g. SOHO/EIT, SDO/AIA) the

source regions of the fast wind can be identified as the so-called coronal holes, which

are extended regions of nearly radial magnetic fields in the corona which thus allow an

efficient outflow of the plasma. As this causes low plasma density and temperatures in

this regions they look darker at typical wavelengths of UV and soft Xray images of the

corona [14].



Chapter 1. Kinetic Physics of the Solar Wind 6

FIGURE 1.3: Upper panels: solar wind speed measured with the SWOOPS instrument
onboard the Ulysses spacecraft on its first (left) and second (right) orbit plotted as a
function of the Ulysses orbit latitude (in blue and red for the different magnetic polar-
ity). As can be seen from the time-line of the sunspot number in the two lower panels,
Ulysses’ first orbit occurred mostly during solar minimum where the solar magnetic
field can be well-approximated by a dipole field. In this situation the measured solar
wind speed shows a clear latitudinal pattern: At higher latitudes above 30◦ a relatively
constant fast wind with 700 km/s< v < 800 km/s is measured while at lower lati-
tudes primarily slow wind v . 400 km/s is measured interrupted by occasional faster
wind streams with speeds up to about 600 km/s. In the second orbit that coincided
with solar maximum, the measured solar wind speed does not show any clear large
scale pattern as the result of the ongoing change of magnetic field polarity that leads
to a complex magnetic field structure all over the corona and in the heliosphere. Fur-
thermore, at high solar activity the Sun frequently emits spontaneously large plasma
structures into interplanetary space. These are termed interplanetary coronal mass ejec-
tions (ICMEs) and add additional complexity to the situation. The Ulysses speed ob-
servations are plotted over images characteristic of the corona at solar minimum on 17
August 1996 and solar maximum on 7 December 2000. From the center out, the images
are composed of the recorded images by the Extreme Ultraviolet Imaging Telescope
(EIT) on SOHO (spectral line: Fe XII at 195 A◦), the Mauna Loa K-coronameter (spec-
tral range: 700–950 nm), and the SOHO C2 Large Angle Spectrometric Coronagraph

(white light). The Figure is taken from [50].
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We note, that the established link between the fast wind and low coronal tempera-

ture is consistent with the trend in the coronal freeze-in temperatures obtained from

heavy ion in-situ composition measurements, but it is in contradiction with the Parker

model1, and therefore illustrates the need for a better theoretical model. Besides the

mean outflow speeds also the in-situ measured kinetic temperatures of the fast solar

wind ions are not well-understood as one measures about mass-proportional (or even

over mass-proportional) temperatures [44],[45], [28], [70] kinetic properties, [65] for the

heavy ions with increasing particle mass while one expects equal temperatures for a

thermal equilibrium. As these high heavy ion temperatures are already observed in the

corona, they might also provide a key-observation for the still unsolved coronal heating

problem that expresses the fact that the corona is up to three orders of magnitude hotter

than the photosphere and chromosphere, although the energy that is created inside the

Sun has to pass through these colder lower atmospheric layers to reach and heat the

corona. Finally, the origin of the slow wind is another problem as the theoretical con-

finement of the plasma due to the strong magnetic field should prohibit the efficient

release of plasma at low magnitudes where the slow wind is measured in-situ.

All described problems occur already for the simpler case of low solar activity, but the

situation becomes even more complex for the active Sun (see right panel in Figure 1.3)

where the solar magnetic field is in the middle of its polarity change that occurs ap-

proximately every 11 years [27]. At high solar activity the magnetic field structure is

more complex allowing for different solar wind speed regimes at all latitudes. Further-

more, the Sun frequently emits spontaneously large plasma structures into interplan-

etary space, called ICMEs, that can be accompanied by the release of high energetic

particles via flares or can create these particle populations through shock acceleration

of the ambient plasma on their way out through the heliosphere [58]. ICMEs rarely

happen during solar minimum which coincides with the period of the SOHO/CELIAS

observations and they are most probably related to completely different initial accel-

eration processes than the classical continuous solar wind [A Model for Solar Coronal

Mass Ejections [3]. Therefore they are not part of this work, although they are some-

times considered as its own solar wind class transients [71].

To solve the problem of solar wind acceleration and heating in the fast wind, over the

last five decades more elaborated models of solar wind evolution have been developed,

that proposed a variety of processes to accelerate the plasma in accordance with the ex-

isting observations [46]. A promising class of mechanisms involves wave-particle inter-

action such as turbulent heating by Alfvén waves [55],[32], or resonant wave particle in-

teraction with ion-cyclotron waves [51], [35],[36], [67]. The latter might evolve through

1The Parker model, however, still explains successfully the large scale heliospheric magnetic field by
Eq. 1.3 - 1.5.
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a turbulence cascade from low-frequency Alfvén waves originating from the photo-

spheric convection motion [13], [64]. Alternatively, the high-frequency ion-cyclotron

waves could be created directly through reconnection of the flaring network in the

lower transition region [6], [46].

In order to test and restrict these acceleration and heating models as well as further

models of solar wind transport and thermalization, precise measurements of the of so-

lar wind kinetic properties are needed. In particular the systematic measurements of

solar wind minor ion species might yield additional information just by the fact that the

heavy ions span a wide range in mass and charge and therefore couple differently to

electromagnetic fields in the plasma. Furthermore, as these particles are in most cases

negligible in terms of their number and mass density in the solar wind, their imple-

mentation into current models as test-particles might be realized relatively easy. Before

we come to the measurement of these heavy minor ions with SOHO/CELIAS, in the

following we give a short introduction into the theoretical framework of kinetic solar

wind description and discuss possible mechanism of solar wind acceleration, heating,

transport and thermalization.

1.2 Kinetic Description of the Solar Wind

As a plasma the solar wind is a many-body system and therefore its adequate descrip-

tion requires a statistical treatment. In the following we will rely mainly on the so-

called kinetic plasma description2 that is based on probability distribution functions

f (r, v) that are defined in general in the 6-dimensional phase space composed of the 3

dimensions r = (x, y, z) and v = (x, y, z) in position and velocity space, respectively.

The state of the plasma particle ensemble is fully described when we know the evolu-

tion of f (r, v) over time. As the particle measurements that we discuss are all obtained

at one point in (position) space, the phase space distribution becomes a velocity dis-

tribution function (VDF): f(v). In theory f is often treated as a continuous function

assuming large particle counting statistics (Np → ∞). In this limit a one-species plasma

in thermal equilibrium is described by a Maxwellian VDF:

f (v) = f (vx, vy, vz) =

(
m

2kBT

)3/2

exp

[
−

m((vx − vx0)2 + (vy − vy0)2 + (vz − vz0)2)

2kBT

]
,

(1.6)

where 〈v〉 = (vx0, vy0, vz0) is the species’ mean velocity, m is the mass of the plasma

species, kB is the Boltzmann constant and and T is the kinetic temperature of the plasma

2The kinetic description has to be distinguished from the Magneto-Hydrodynamic (MHD) description
that treats the plasma as a magnetized fluid.
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which is given for the three dimensional distribution by

T =
3mv2

th
2kB

(1.7)

with the thermal speed vth. When the situation reduces to one dimension as it is ap-

proximately the case when one measures along a well-defined given axis (x) in velocity

space, the Maxwellian distribution reduces to

f (vx) =

(
m

2kBTx

)1/2

exp
[
−m(vx − vx0)2

2kBT

]
(1.8)

and the temperature along the given axis is is then given by

Tx =
mv2

th,x

2kB
(1.9)

with the corresponding thermal speed vth,x. We note that Eq. 1.8 has the mathematical

form of a Gaussian 3 distribution with most probable speed vx and standard deviation

vth,x. If we have several particle species in the plasma, than the thermal equilibrium is

only reached when each species on its own obeys a Maxwell distribution and in addi-

tion all species have the same mean velocity 〈v〉 and the same kinetic temperature T,

which is not equal to the same thermal speed due to the mass-dependence of T.

In contrast to theory, in the measured particle data we have finite (and often very lim-

ited) particle count statistics. Also in many cases the space borne instrumentation is

not capable of measuring full 3-dimensional velocity distribution functions (simulta-

neously at all directions) so that our information is limited to certain measurement

directions and certain model assumptions have to be made to infer the full picture

from the measurements. In particular, most heavy ion measurements are restricted

to 1-dimensional measurements along a certain instrument axis that then result in the

reduced 1D-VDFs that we obtain e.g. with SOHO/CELIAS/CTOF and which can be

described approximately with Eq. 1.8 and Eq. 1.9.

One of the few experiments that measure 3-dimensional particle VDFs that can be well-

resolved for protons and alpha-particles is the E1 plasma experiment onboard the He-

lios twin-spacecraft [44]. In Figure 1.4 we depict solar wind 2D-VDFs measured with

Helios in the ecliptic plane at approximately 1 AU in the slow (left panel, vp = 360

km/s) and intermediate speed regime (right panel, vp = 360 km/s). In both panels we

overlaid schematically the typically center of mass for the simultaneously measured

3Note that Eq. 1.8 should not be confused with the Maxwell distribution for the speed magnitude
v = |v|, that is just Eq. 1.6 transformed to spherical coordinates with the shift in coordinate-system origin
vx0 = vy0 = vz0 := 0 that leads to an asymmetrical distribution in v due to the additional factor v2 that
arises from the transformation.
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FIGURE 1.4: Measurements of 2-dimensional VDFs of the solar wind protons (black
contour lines with orange to blue contour filling) recorded with the HELIOS E1
Plasma Experiment for two measurement periods at approximately 1 AU in the slow
(left panel) and (somewhat) faster wind (right panel) with proton mean speeds of
〈vp〉 = 360 km/s and 〈vp〉 = 474 km/s, respectively. The 2D-cuts are done along the
zenith angle of the magnetic field vector. Orange fillings mark the highest phase space
densities and the contour lines correspond to a factor of 0.8, 0.6,0.4 and 0.2 times the
maximum phase space density (solid lines) and logarithmically spaced to 0.1, 0.032,
0.001, 0.0032 and 0.001 times the maximum phase space density (dashed lines). The
integration period of the VDFs is ∆t ≤ 20 s. To illustrate the differential streaming be-
tween protons and heavy ions we overlaid schematically the center of mass of a typical
alpha particle VDF observed by Helios for both cases as red circles. We see that the
the proton VDF shows clear nonthermal features in the faster wind case compared to
the approximately Maxwellian VDF shape in the slow wind, which can be recognized
best by the pronounced asymmetry along the local magnetic field direction B which is
primarily caused by the so-called proton beam. The alpha particles show a differential
velocity that is also directed along the magnetic field but its magnitude ∆v is smaller

than the proton beam differential speed. The figure is adapted after [44].

alpha particle with a red circle. While the measured VDF in the slow wind is nearly

isotropic, the VDF measured at intermediate speeds shows a pronounced elongation

along the in-situ magnetic field that is measured simultaneously with the particles by

the Helios fluxgate magnetometer. This nonthermal feature is primarily (but not en-

tirely) the result of a second minor proton component, the so-called proton beam, that

streams ahead of the core proton distribution if one follows the field line outwards in

the solar wind center of mass frame. The alpha particle center of mass also streams

ahead of the proton core distribution with a differential speed ∆v / vA [44] measured

along the B-field which is typically a bit less than the core beam differential speed. In

general it is not surprising that the differential velocity of the nonthermal ion popu-

lations are aligned with the magnetic field as any perpendicular velocity component
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FIGURE 1.5: Same measurements of 2-dimensional VDFs of the solar wind protons
(black contour lines with orange to blue contour filling) as in Figure 1.4. The sketched
alpha species VDFs are again overlaid schematically (red concentric circles) only to il-
lustrate approximately thermal (left) and nonthermal (right) ratios between heavy ion
and proton thermal speeds. In the faster wind case in the right panel the thermal speed
of the sketched alpha (core) VDF has approximately equal thermal speed as the pro-
ton (core) VDF which translates into the nonthermal feature of about mass-proportional
temperatures while in the slow wind in the left panel the thermal speed of the heavy
ion VDF is sketched about a factor of 2 lower than the proton thermal speed indicating
a temperature ratio that are close to thermal equilibrium. The Figure is adapted after

[44].

leads to a gyro-motion of the population that cannot be resolved in time with our mea-

surements and thus contributes to the apparent perpendicular temperature.

In this work we aim to determine the differential speed ∆v between protons and heavy

minor ions (Z > 2) at 1 AU with the SOHO/CELIAS experiment. Depending on the

expected underlying processes it is yet under debate whether the relevant differential

speed should be measured from the proton core mean speed to the minor ion species

mean speed as illustrated in Figure 1.4 or from the overall center of mass speed (includ-

ing the alphas and the proton beam) to the minor species mean speed. As the CELIAS

Proton Monitor only provides moment measurements of the protons, in any case we

have to calculate ∆v in this study as the latter one (see section ?? and the discussion

in section ??). In Figure 1.5 we show the same 2-dimensional solar wind proton VDFs

as in Figure 1.4 but this time we overlaid typical thermal speeds for alpha particles by

sketching the highest two contour lines of the alphas both for the slow wind case (left

panel) and the faster wind case (right panel). In the right panel the thermal speeds for

the proton (core) VDF and ion (core) VDF are approximately equal which translates

into the nonthermal feature of about mass-proportional temperatures while in the slow

wind in the left panel the thermal speed of the heavy ion VDF is about a factor of 2
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lower than the proton thermal speed indicating a temperature ratio that are close to

thermal equilibrium. Note, that for the comparison of the slow and faster wind case

the, the proton thermal speed should be calculated ideally from the core only, as the

beam is a separate nonthermal feature by itself. This assumes a very good separation

between proton core and the beam population, which is not achieved with most proton

experiments and neither by the CELIAS Proton Monitor (see discussion in section ??).

Despite the measurements of 3-dimensional VDFs, a second outstanding feature of the

Helios mission was its highly elliptical orbit in the ecliptic plane that allowed measure-

ments of the solar wind as close as 0.3 AU. We know now from these measurements [44]

that the in-situ observed differential speed between alpha particles and proton shows

a systematical behavior in dependence of both the solar wind speed regime and the

distance to the Sun. While for the slow wind at proton speeds between vp ≈ 300 km/s

and 400 km/s no differential speed was observed, for faster wind above vp ≈ 400 km/s

an increasing differential speed with decreasing distance to the Sun was found. In

the fastest wind between vp ≈ 600 km/s and vp ≈ 800 km/s differential speeds of

vα,p ≈ 150 km/s were measured at 0.3 AU which decreased to values of vα,p ≈ 40 km/s

close to 1 AU. Comparable values of ∆vα,p in the vicinity of 1 AU were found from ob-

servations by several spacecraft, eg from ISEE-1 [57], WIND [37, 38, 63] and ACE [8].

Concerning the preferential heating of alpha particles both mass-proportional and even

over-mass proportional alpha particle temperatures were found between 0.3 and 1 AU

e.g. from Helios [45], WIND [38],[37] [47], ACE [65]. Besides differential streaming

and temperatures, there is the third typical nonthermal VDF feature of temperature

anisotropy with respect to the magnetic field that are commonly observed for solar

wind protons and alpha particles[[44],[45], [47], [38]. Unfortunately, these cannot be

observed at all with SOHO/CELIAS due to the lack of a magnetometer onboard SOHO

and the impossibility to extrapolate the B-field direction from other spacecraft on short

timescales comparable to the frequency of directional change.

We finally emphasize that the discussed nonthermal features that shall be investigated

with the SOHO/CELIAS data are not only of interest by themselves in terms of fun-

damental collisionless plasma physics but instead as pointed out by [52] they might

play a keyrole to better understand the ”solar wind acceleration itself” and to gain

deeper insights into ”interplanetary processes such as instabilities and wave-particle

interaction”. These links between the measured particle VDFs and such fundamental

processes in the solar wind are discussed in the following two sections. We start with

the discussion of ion-cyclotron resonance as a possible candidate process for solar wind

acceleration close to the sun which can simultaneously create the observed nonthermal

VDF features throughout the inner heliosphere.
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1.3 Ion-Cyclotron Resonance as Candidate Mechanism for So-

lar Wind Acceleration and Heating

From a theoretical perspective one of the most investigated processes among the wave-

particle interaction based mechanism is ion-cyclotron resonance. This is justified by the

fact the process can simultaneously create all three observed nonthermal VDF features

that we discussed in the previous subsection: Differential speeds between solar wind

heavy ion species and the bulk protons, preferential heating of the heavy ions VDF as

well as temperature anisotropies for all ion species so that T⊥ > T‖. As the occurrence

of the resonance itself depends on the gyrofrequency of the involved ions, one might

further expect a distinct behavior of the ion species depending on their mass-per-charge

values. Therefore, ion-cyclotron resonance is a natural candidate process to be investi-

gated with a solar wind time-of-flight mass spectrometer such as CTOF that is able to

measure a wider range of heavy ion species both in mass and mass and charge. In the

following we describe shortly the basic concept of ion-cyclotron resonance and discuss

some theoretical model predictions. In this whole section 1.3 we follow closely an early

paper on resonant wave acceleration of minor ions by [51] and the review article on fast

solar wind acceleration by [31].

The Single Particle-Wave Scenario of Resonant Ion-Cyclotron Interaction

The motion of charged particles in a magnetic field can be decomposed into a a transla-

tional motion along the magnetic field lines and a circular gyro-motion perpendicular

to the field lines. The gyrofrequency of the particle is linked to its mass m and charge q

as well as to the local B-field magnitude B = |~B| as

Ω =
qB
m

. (1.10)

Due to their gyro-motion the ions in the solar wind can interact (exchange momen-

tum and energy) with circularly polarized left-handed so-called ion-cyclotron waves

in the plasma (check!) if the resonance condition is fulfilled (see e.g. [Hollweg and

Isenberg2002):

ω(k‖)− k‖v‖ = nΩ (1.11)

The term on the left side of Eq. 1.11 describes the Doppler-shifted wave frequency that

is seen by the ion that moves with the speed v‖ parallel to the magnetic field and which

can be expressed as a function of the parallel wave number k‖.
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FIGURE 1.6: Schematic illustration of resonant wave-particle interaction between an
ion with parallel velocity v‖ to the background magnetic field B and an over-taking
ion-cyclotron wave that is propagating parallel to the magnetic field with an outward

phase speed vph > v‖. The Figure is adapted after [66].

While the integer n on the right side of the equation indicates that higher orders of

resonance can occur at higher wave frequencies we concentrate in the following on the

first order resonance n = 1 and for additional simplicity we only discuss waves that

move parallel to the magnetic field so that we abbreviate k := k‖.

If a gyrating ion encounters a wave with matching frequency ω as shown in Figure 1.6

the ion is accelerated in a direction perpendicular to B as it sees the corotating electric

field δE(t) of the wave as a DC electric field in its own rest frame. The particle can thus

increase or decrease secularly its perpendicular speed v⊥ over its gyro orbit depending

on the phase difference φ between the rotating wave E-field vector and its own per-

pendicular speed component at the moment of encounter. The rate of the ion’s energy

gain/loss over the time ∆t while it is traveling a distance ∆L on its gyro-orbit can be

written as:

δEkin

∆t
=

qδE⊥∆L
∆t

cos φ =
qδE⊥v⊥

∆t
cos(φ) (1.12)

where Eperp is the transverse electric field component (see above) and v⊥ is the initial

transverse ion speed along its gyro orbit. From Faraday’s law we can relate the magni-

tudes of the electric and magnetic field vectors of the wave to each other

δE =
Ω
k

δB (1.13)
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and thus express the change in the particle’s squared perpendicular speed over the time

∆t as a function of the wave’s magnetic field δB:

v⊥δv⊥ =
qΩδB⊥v⊥

mk
cos(φ)∆t . (1.14)

We can now make use of the ion gyro-frequency definition in Eq. 1.10 to obtain the final

expression

v⊥δv⊥ = v⊥
Ω2

k
δB⊥
B0

cos(φ)∆t . (1.15)

Due to the waves perpendicular magnetic field component there is in general also a

Lorentz force acting on the gyrating particles with magnitude

FL = qv⊥δB⊥ (1.16)

which accelerates them parallel to the background magnetic field B0. Using again Eq.

1.10 we can write this change in the parallel speed over the same time ∆t as

δv‖ =
FL

m
· ∆t = v⊥Ω

δB
B

cos(φ)∆t (1.17)

With Eq. 1.15 and 1.17 the particle motion is completely described for all times as

long as the ions remain in the adequate speed range to stay in resonance with the ion

cyclotron wave(s). As the magnetic field is stationary in the frame moving with the

wave, there should not be any work performed on the ions in this frame We show that

the overall kinetic energy of the particles is conserved in this frame by calculating the

total change of Ekin after any given time ∆t:

∆Ekin = m(v⊥δv‖ + v‖δv⊥) = mv⊥Ω
δB⊥
B0

cos(φ)∆t
(

Ω
k
+ v‖

)
= 0 (1.18)

where we made use of the fact that in the wave frame the wave frequency ω is zero, so

that we find from Eq. 1.11 for the parallel speed component of the particle

v‖ = −
Ω
k

. (1.19)

Model Predictions for Resonant Ion Acceleration and Heating

In the following we want to find a quantitative description/prediction of how strong

the nonthermal VDF features can develop when we assume ion-cyclotron resonance as

the dominant process. In particular we will see that certain limitations on the differen-

tial speed are already given by the resonance condition itself.
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When we transform into the solar wind proton bulk rest frame so that 〈vp〉 := 0 and

restrict the situation again to parallel propagating waves (|k| = k‖) and to first-order

resonance Eq. (n = 1) becomes

ω′(k)− k∆v = Ω (1.20)

where

∆v = |∆v| = |v− 〈vp〉| (1.21)

is the differential speed that equals the magnitude of the differential velocity between

the velocity of the interacting ion and the solar wind proton bulk velocity. Note that

we can directly omit the parallel index for ∆v as any differential speed component

perpendicular to B would immediately start to gyrate around B as already mentioned

in subsection 1.2. In analogy we make the same transformation for the wave frequency

so that we find in Eq. 1.20 for the Doppler-shifted wave frequency in the solar wind

proton frame

ω′(k) = ω− k〈vp,‖〉 . (1.22)

When we now assume in a first approximation that the ion-cyclotron waves are entirely

carried by the solar wind bulk protons and thus are unaffected by the heavy ion species

we find in the SW frame for the dispersion relation [Marscha and McKenzie 1982]

k =
ω′

VA
√

1−ω′/Ωp
(1.23)

where Ωp is the proton gyro-frequency and vA is the Alfvén speed

vA =
B

µ0ρ
(1.24)

that can be calculated from the vacuum permeability µ0, the magnitude of the back-

ground magnetic field B and the solar wind mass density ρ. Eq 1.23 is known as the

cold plasma dispersion relation for ion-cyclotron waves and fully describes these waves

in the plasma as it links the wave-number to the wave frequency and thus also deter-

mines the wave phase speed (in the SW frame) for any given frequency by

v′ph =
ω′

k
. (1.25)

If we solve Eq. 1.23 for ω′ and plot it as a function of k as it is done in Figure 1.7 we see

that the ion-cyclotron waves have higher phase speed the higher their frequency is and
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FIGURE 1.7: Visualization of the ion-cyclotron resonance condition in the solar wind
plasma. The curved line marks the cold plasma dispersion relation ω′w(k) of ion-
cyclotron waves in the solar wind under the assumption that the waves are carried
entirely by the solar wind bulk protons. Note that in this representation all frequen-
cies ω′(k) are plotted in the solar wind (or proton bulk) rest frame, so that the doppler-
shifted resonance frequency Ω′ = Ω + k∆v of ions that move with a relative speed ∆v
to the proton bulk in this frame is given by a straight line with gradient ∆v and fre-
quency offset Ω. As the resonance condition 1.11 is only fulfilled at the intersection
between Ω′ and the dispersion relation ω′w(k), we see that there is for each species
a characteristic maximum differential speed given by the slope of the tangient where
we only find exactly one intersection. Therefore the particles can only be accelerated
to a certain maximum differential speed. For protons at arbitrary speeds this is the
bulk speed as Ωp is an asymptotic limit of ω′w(k). For heavy ions with higher mass-
per-charge their gyrofrequency Ω is lower and therefore they can be accelerated to
characteristic m/q-dependent maximum positive differential speeds, before the reso-
nance limits itself. Adpated after [51], Mark ω′w(k). change the u for v and Ωs for

Ω!.

eventually cannot exist anymore at the proton gyro frequency which is consistent with

the complete dissipation of the wave energy to the thermal motion of the bulk protons

that thus cannot longer carry the wave. When we also solve Eq. 1.21 for ω′(k) we

obtain a linear function of the wave number with the gradient of the differential speed

v and offset of the ion gyro-frequency Ω of the ion. In Figure 1.7, we sketched different

linear functions ω′∆v(k) for an alpha particle in dependence of its differential speed

∆v with respect to the mean bulk proton speed. Thus for a given differential speed

the resonance condition in Eq. 1.11 is fulfilled only at the intersections (k, ω)res which

represent waves with matching frequency and wave number. We see that for He2+ we
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find two intersections for all differential speeds below a certain differential speed ∆vmax

and one intersection in the limiting case ∆v = ∆vmax, while for ∆v > ∆vmax no resonant

interaction can occur. Thus the particle cannot be accelerated to higher differential

speeds by any resonant interaction with the existing ion-cyclotron waves and thus the

resonant acceleration is self-limiting regardless of the available wave power. We also

see that proton can only interact resonantly with the waves as long as it is slower than

〈vp〉 as its gyro-frequency cannot be reached by any ion-cyclotron wave carried by the

proton bulk as discussed above. On the other hand, all minor ion species have a higher

mass-per-charge ratio and therefore lower gyro-frequencies as He2+. As the dispersion

relation is assumed to be independent of the solar wind heavy ions the differential

speed cut-off of the minor ions due to the resonance condition occurs at even higher

values ∆vmax > ∆vmax,α. By taking the partial derivative of Eq. 1.23 with respect to k

and setting

∂ω(k)
∂k

!
= Ω + k · ∆vmax (1.26)

we can obtain the differential cut-off speed for each heavy ion species in dependence of

its gyro-frequency which can be then expressed in dependence of the ions charge-per-

mass:

∆vmax(m, q) =
[

8 + 20 · q/m− (q/m)2 − (q/m)1/2 · (8 + q/m)3/2

8

]1/2

vA . (1.27)

In Figure 6.2 we show the dependency of the predicted differential cutoff-speed on the

ion’s charge-per-mass for a number of typical solar wind ion species where the dis-

cussed case of wave propagation parallel to the magnetic background field is the lower

branch. The upper branch shows the analog dependency for wave-propagation per-

pendicular to the magnetic field. The differential cutoff-speeds are given relative to

the Alfvén speed. We see the same qualitative behavior for parallel and perpendicular

wave propagation with maximum differences of about 0.1 vA between the branches.

For the shown ion species the calculation yields maximum differential speeds of a bit

more than 0.53 vA for Fe12+ in the perpendicular case. The lowest clearly observable

iron charge state Fe7+ (not shown here, but see chapters 5-7) one expects a maximum

differential speed of about 0.65 vA for perpendicular wave propagation. So far we could

derive a quantitative prediction/expectation for the differential speeds based on a rela-

tively simple analytic model of resonant ion-cyclotron interaction. However, when we

go to a more realistic modeling of the solar wind plasma we have to include a number

of effects that can change the obtained predictions significantly. One aspect to take into

account is that the alpha particles represent on average about 5% of the number density
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FIGURE 1.8: Characteristic differential speed cut-offs of heavy ion species due to ion-
cyclotron resonance for the scenario of the waves propagating parallel to the back-
ground magnetic field B (lower branch, as calculated after Eq. 1.27 ) and perpendic-
ular to B (not discussed here, but see [31, 51]). Adapted after [51], change the u for

v!

and 20% of the mass-density of the solar wind and thus in general it is hard to justify

treating them as test-particles. When one therefore assumes that the alphas are part of

the solar wind background plasma in which the waves propagate, one has to modify

the dispersion relation of the ion cyclotron waves which then is written as [31], [25]:

(kvA)
2 = Ωp

[
ω2

Ωp −ω
+

2nα

np

(ω− kvα)2

Ωα − (ω− kvα)

]
(1.28)

where np and nα are the proton and alpha number densities, Ωα is the alpha gyro-

frequency and vα is the mean differential speed of the alpha population compared to

the mean proton bulk speed vp. As it is now clear that we do all calculations in the
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FIGURE 1.9: Visualization of the ion-cyclotron resonance condition in the solar wind
plasma for the assumption that the ion-cyclotron waves are carried by both the solar
wind bulk protons and alpha particles. The relative alpha-particle number density
is taken as 0.075 relative to the protons and no differential speed between these bulk
species is assumed. The determination of a differential speed limit for heavy ions is
more complex in this case as the different ion species can resonate in principal with
two branches. However, one has to note that the acceleration at resonances with large
values of k is low as one has to assume a decreasing wave power spectrum P(k) with

increasing k. The Figure is taken from [31].

solar wind proton frame, we already denoted in Eq. 1.28 the wave frequency in this

frame as ω′ = ω. When one assumes zero (initial) differential speed between the pro-

tons and the alphas and a number density ratio of nα/np = 0.075 one obtains for the

ion-cyclotron waves the dispersion relation depicted in Figure 1.9.

In the new situation we now have two branches indicating ion-cyclotron waves in two

frequency bands. While a proton still can only interact resonantly with the waves when

its speed is lower than vp the depicted heavy minor ion O5+ can still be accelerated to

positive differential speeds. In contrast to Figure 6.2 we note that, there is now even
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no upper limit of the O5+ differential speed as the ion can in principal switch from

the lower to the higher resonance branch by resonating there with waves at high wave

numbers kvA/Ωp > 4 (not depicted here) after leaving the lower branch and then re-

turning to infinitely low wave numbers on the upper branch with further increasing

differential speed. In this context it becomes obvious that so far we did not consider

how much wave power is available at a given wave number (and branch). As the wave

power P(k) spectrum in a first approximation should decrease monotonically with in-

creasing wave number one can estimate that the strongest acceleration occurs at the

lowest frequencies while at sufficiently high wave numbers no effective acceleration

takes place anymore, which then can provide the differential speed cut-off. Any rea-

sonable quantitative model therefore has to take into account the local wave spectrum

in the solar wind at the acceleration site. Interestingly, in the given situation, He2+

cannot be accelerated from zero differential speed on, but those helium particles that

gained by some other mechanism already enough speed to resonate with the upper

branch, can then be further accelerated by ion-cyclotron resonance. This, observation

underlines the potential importance of other processes that can act together or subse-

quently with ion-cyclotron resonance on providing efficient acceleration (and heating)

for some ion species more than others.

After understanding the cause and basic characteristics of the differential speed cut-

off, we can now fully understand the trajectory of a resonantly interacting heavy ion

in velocity phase space that is depicted as an example for O5+ in Figure 1.10 together

with the trajectory of a proton (H+). The origin of the depicted velocity space is cen-

tered in the solar wind bulk proton frame and the situation obeys rotation symmetry

with respect to the parallel speed axis, so that we can reduce the following discussion

to v⊥ ≥ 0. When the O5+ ion interacts with the ion-cyclotron wave it can gain or lose

momentum and kinetic energy in the solar wind frame that is associated with a change

in v⊥ and v‖. However, as discussed in subsection 1.3, its kinetic energy in the frame

moving with the wave is conserved so that during the resonant interaction its phase

space trajectory is given by a semicircle centered around the phase speed v′ph of the

wave. The radius of the semicircle is given by the magnitude of the relative velocity

between the initial particle velocity at the moment when the wave encounters the parti-

cle and the wave phase velocity (here always directed along the magnetic field, so that

vph,⊥ = 0). Due to the discussed differential speed cut-off the ions cannot access all

velocities on the semicircles. When we assume the simple scenario of the waves being

carried entirely by the solar wind bulk protons, we find from the Eq. 1.27 that O5+ can

reach a differential speed of v‖ = 0.3 vA, while we still have for proton v‖ ≤ 0. A sec-

ond main difference between H+ and O5+ is that in the discussed scenarios in Figure

1.7 and 1.9 ion species with higher mass-per-charge tend to resonate with faster waves
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compared to those with lower mass-per-charge at least at moderate differential speeds.

This is because their typical resonance wave numbers kres are low compared to their re-

spective resonance frequencies ωres as a result of the rapid increase of the lower-branch

dispersion relation at low values of k. This leads to larger semicircles for O5+ compared

to H+ which comes with the possibility to reach higher perpendicular speeds that in

the shown case reaches up to almost 0.7 vA for O5+ compared to about 0.3 vA for H+.

In the wave frame the depicted situation is also known as the so-called pitch-angle

scattering as the change between different states (v‖, v⊥) under the condition of kinetic

energy conservation has only one degree of freedom and can alternatively be fully de-

scribed by the change of the pitch-angle θ which is the angle between the magnetic

field direction and the ion velocity vector. It can be expressed in terms of the particle’s

perpendicular and parallel speed component by

tan(θ) =
v⊥
v‖

. (1.29)

This last observation can be utilized to generalize the single-particle description of ion-

cyclotron resonance to a statistical model that allows the derivation of (average) ac-

celeration and heating rates for a given heavy ion test-particle population in the solar

wind. As discussed in subsection 1.3 , from Eq. 1.15 and 1.17 we can derive the evolu-

tion of the parallel and perpendicular speed component due to resonant ion-cyclotron

interaction for a single test-particle in a coherent wave field. However, waves in the

solar wind plasma are generally incoherent. Therefore, in the following the wave field

is modeled by assuming each wave to be coherent for a length L but then it under-

goes a random phase shift ∆φ and this procedure is repeated N times. In this way, one

can still use Eq. 1.15 and 1.17 to describe the change in the speed components dur-

ing the coherent periods but in the end δv‖(N) and δv⊥(N) undergo a random walk

which is equivalent to diffusion in velocity phase space. As in the wave frame this dif-

fusion can be described as diffusion in pitch-angle only, the temporal evolution of an

ion test-particle population can be described with the common differential equation for

pitch-angle diffusion:

∂ f (v, µ)

∂t
=

∂

∂µ

(
Dµµ

∂ f (v, µ)

∂µ

)
(1.30)

where v =
√

v2
⊥ + v2

‖ is the magnitude of the heavy ion velocity in the solar wind

frame, µ = cos(θ) is the cosine of the pitch-angle and f (v, µ) is the velocity distribu-

tion function (VDF) of the test-particle population parametrized by v and µ. From the

described random walk scenario and Eq. 1.15 and 1.17 one derives after a few steps of
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straightforward calculation the pitch-angle diffusion coefficient Dµµ

Dµµ =
(1− µ2)

4|µ|v

( q
m

)2
δB2L (1.31)

with L = tΩ/(Nk) and the remaining quantities t, δB2, Ω and k defined as in subsec-

tion 1.3. Assuming a scenario of weak plasma turbulence ?? one can link the diffusion

coefficient to the ambient ion-cyclotron wave spectrum by just substituting δBL by a

term 2πPB(kres) that is proportional to the magnetic field wave power at the resonant

wave number so that the explicitly wave-power dependent diffusion coefficient reads

Dµµ =
π

2
(1− µ2)

|µ|v

( q
m

)2
P(kres) , (1.32)

with kres = −Ω/(µv).

When we now start for instance with a well-localized population in velocity space

f (v, µ) =
1

2πv2
ph

δ(v− |vph|)δ(µ + 1) (1.33)

that is described by a mono-energetic beam of particles that travels parallel to the back-

ground magnetic field at the same speed as the wave, we can calculate e.g. the per-

pendicular heating rate of f (v, µ) in analogy to an ordinary VDF moment calculation

as

kBdT⊥
dt

=
∫ mv2

⊥
2

∂ f (v, µ)

∂t
d3v =

π|vph|q2PB(kres)

m
(1.34)

where the actual calculation of the partial derivative ∂ f /∂t is substituted by the calcula-

tion of the right term in Eq. 1.30. When we now assume as often observed a power-law

for the wave spectrum in the relevant frequency range PB ∝ k−γ and use again Eq. 1.10

and Eq. 1.19, we find from Eq. 1.34 the relation:

kB
dT⊥
dt

∝ m
(

m
q

)γ−2

|vph|γ+1 . (1.35)

Thus, the heating rates depends both on mass and charge of the ion species as well

as on the wave phase speed and the exponent of the wave power spectrum. We see

that mass-proportional heating and over-mass-proportional hating are possible even if

γ < 2 which is typically the case in the solar wind [35]. For the resonant acceleration of

the same initial VDF f (v, µ) we obtain with the identical mathematical approach

ares =
dv‖
dt

∫
v‖

∂ f (v, µ)

∂t
d3v = πΩ2B−2PB(kres) . (1.36)



Chapter 1. Kinetic Physics of the Solar Wind 24

FIGURE 1.10: Visualization of acceleration and heating of solar wind ions (H+ and
O5+) due to resonant wave-particle interaction depicted in velocity space parallel (v‖)
and perpendicular (v⊥) to the ambient background magnetic field B. Because the res-
onant ions conserve their kinetic energy in the frame moving with the ion-cyclotron
wave after Eq. 1.18 they are restricted to semi-circles centered at the (parallel) wave
velocity that is on average higher than the solar wind bulk parallel velocity. This trajec-
tory in velocity space can be alternatively described by the change of particles’ pitch-
angle with respect to B. As heavy ion species tend to resonate with faster waves than
protons the two species are situated at different circles. Due to the differential speed
cut-off, only a limited part of the respective semi-circles is accessible to the different
species, that is marked fat here. The Figure is adapted after [31]. Assuming an initial
beam-like distribution of particles which are located approximately at the same point
in velocity space, one can generate a spread of this distribution when one assumes an
incoherent ion-cyclotron wave field with random wave phases φ as explained in the
text. This process can be interpreted as pitch-angle diffusion or heating of the parti-
cle distribution that happens simultaneously with the acceleration process of the ions.

Substitute vz by vph!.



Chapter 1. Kinetic Physics of the Solar Wind 25

Assuming the same power-law PB(k) ∝ k−γ this expression gives the relation:

ares ∝
(

m
q

)γ−2

|vph|γ (1.37)

that shows a similar mass-per-charge depending as the over-mass-proportional term of

the heating rate. Both effects result from the strong dependency on the resonant wave

numbers kres that are linked to the ions’ gyrofrequency. To finally obtain a parallel

heating rate we have to assume an initial thermal spread of f (v, µ). If one assumes in

the simplest case a Bi-Maxwellian distribution (T‖ 6= T⊥) that initially rests in the SW

frame, one obtains in a first approximation

kB
dT‖
dt

=
2k2

BT⊥
mv2

ph

(
dT⊥
dt

)[
1 +

T‖
T⊥

k0

(
d log(PB(k))

dk

)
k0

]
(1.38)

with k0 = Ω/|vph|. Thus, the parallel and perpendicular heating (or cooling) are cou-

pled to each other.

The derived Eq. 1.35 - 1.37 that rely in principal still on the well-known [35] model

are a relatively simple description of resonant ion-cyclotron as it they do not take into

account the subtilities of the dispersion relation in a multi-species plasma as shown

in Figure 1.9 and a crucial point is also that the the absorption of wave-energy by the

particle species is not taken into account in a self-consistent manner, that would couple

back to the wave power spectrum. Therefore, over the years more elaborated models

[36, 67] have been developed subsequent later stages of (non-resonant) acceleration but

they all rely on the described initial resonance mechanism that we illustrated.

In principal the models of resonant ion-cyclotron interaction give quantitative predic-

tions of upper limits on differential speeds and temperatures as well as acceleration and

heating rates that depend only on the magnetic field fluctuations and the ions mass and

charge. Therefore, one can in principal test the proposed models with combined mea-

surements of the B-field and the particle velocity distributions and even when one just

has the particle measurements (as in the case of SOHO, where no magnetometer is on-

board) a restriction of the models can be made from the simultaneous measurement of

different ion species as they all feel the same B-field. However, we should not forget

that the largest part of e.g the acceleration happens close to the Sun and for instance

the differential speed decreases at least from 0.3 AU out to 1 AU [45] so that even if

we find remnants from solar acceleration at 1 AU or local acceleration, these signatures

are generally overlaid/regulated by other transport and thermalization processes that

happen on the way out to 1 AU. Two known processes competing with ion acceleration

and heating in the solar wind are 1) Coulomb collisions and 2) plasma instabilities that

we briefly discuss in the next section.



Chapter 1. Kinetic Physics of the Solar Wind 26

1.4 Competing Processes in the Solar Wind

1.4.1 Coulomb Collisions

In their solar wind in-stu studies, [45] and [41] have shown that Coulomb collisions can

play an important role in the shaping of ion VDFs in the slow wind. On the basis of

proton and alpha particle data measured onboard the WIND spacecraft, [47] suggest

that the observed relaxation of differential temperatures between alpha particles and

protons in the solar wind could be explained purely/mainly by Coulomb interaction

and [37] argue that Coulomb collisions might be the fundamental process to regulate

speed and temperature differences as well as proton temperature anisotropy beyond a

few tens of solar radii away from the Sun, disregarding the solar wind speed. In this

picture both fast and slow wind possibly exhibit nonthermal features close to the Sun,

but by the time the plasma reaches 1 AU these signatures have vanished in the slow

wind because its plasma has a lower typical Coulomb interaction rate ν and also needs

a longer traveling time τ = R/vsw to arrive at the observation side R. Assuming an

approximately Gaussian proton VDF with density n and temperature T the character-

istic Coulomb collision rate νpp can be calculated analytically from the application of

Rutherford scattering to proton-proton collisions as described in [12, 61, 62]:

νpp =

(
8.77 · 10−7 · m3K3/2

s

)(
nλpp

T3/2

)
(1.39)

where λpp is the Coulomb logarithm:

λpp = 2.51 + ln
[(

1
m3/2K3/2

)(
T3/2

n1/2

)]
. (1.40)

This Coulomb collision rate can be extended for collisions between heavy ions and

protons to [30, 65]:

νip =

(
0.35 · m6

s4

)(
z2

i nλip

Ai(v2
th,i + v2

th)
3/2
· φ(x)

x

)
(1.41)

where

λip = 23.0− ln

[(
1

m3/2K3/2

)(
AiT + Ti

zi(1 + Ai)

)(
T
n

)1/2
]

(1.42)

is the ion-proton generalization of λpp and zi, Ai Ti, and vth,i are the heavy charge in

units of e, their mass number, kinetic temperature, and thermal speed, respectively, φ

is the standard error function and x is the normalized differential speed between the
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heavy ions and the protons:

x =
|vi,p|

(v2
th,i + v2

th)
1/2

. (1.43)

By multiplying the collision rate with the solar wind expansion time τ to the measure-

ment site, we obtain the collisional age4 AC = νR/vsw [41]. As one can see from equa-

tions (1.39) to (1.43) we can deduce both the proton-proton and ion-proton collisional

age, AC,pp and AC,ip, from the moments of the proton and heavy ion VDFs measured

with CELIAS and therefore are capable to relate the observed differential speeds to

these quantities.

Still rely only on measurements on one point which is probably enough to roughly dis-

tinguish different solar wind types, but an integration approach (as e.g. formulated by

Kasper is more appropriate, but this needs than an (emprical) model for the evolution

of the plasma parameters in a given solar stream). Remaining things to explain:

-With the given plasma parameters one can calculate: -differential speed deceleration

rate and temperature equalization rate for Maxwellian VDFs (scenario: proton-minor

ions with the latter as test particles) after [30]

-emphasize that in principal one could now assume a wave field and solar wind plasma

parameters from the inner heliosphere to 1 AU and calculate the resulting nonthermal

features as a the integration of wave and heating rates over the outflow time. But an

additional class of processes is still missing: plasma instabilities.

4In ? ] this quantity is named Coulomb number NC, to distinguish it from an introduced more elabo-
rated calculation of collisional age AC, taking into account the variation of in-situ parameters xi(r) over
the solar wind traveling distance R.
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FIGURE 1.11: [11](left), [20](right): The subscript ’rr’ refers to the fact that only time
intervals were utilized for the analysis in which the magnetic field is co-aligned with
the radial direction from the Sun. This is due to the fact that the (parallel) ion temper-
atures can be determined most accurately along the instrument axis, pointing radially

to the Sun. The right panel is taken from [20].

1.4.2 Kinetic Plasma Instabilities

All kinetic plasma states that deviate from thermal equilibrium, (i. e. Maxwellian VDFs

with equal temperature and flow speed for a multiple species plasma) are not in its

minimum energy state. If the deviations from the thermal state exceed a certain char-

acteristic threshold the plasma state becomes unstable and part of the excessive kinetic

particle energy in the system is released by the emission of plasma waves that grow

exponentially and can then again interact with the particles. These (kinetic) plasma

instabilities therefore are thought to play an important role in the regulation of the

discussed nonthermal features such as differential speeds or temperature anisotropies

[20]. The investigation of plasma instabilities in space plasma physics is a complex

topic in itself and the number of classified instabilities is large ( see e.g. [19], [48]]

and references within) so that we restrict ourselves to one example: [20] have shown

that the so-called alpha-proton magnetosonic instability could play a key-role in the

regulation of the differential speed between protons and alpha particles even beyond

earth orbit by a comparison of Kinetic-MHD hybrid-simulations and in-situ observa-

tions of protons and alpha particles in the polar fast wind with Ulysses SWOOPS [7]
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at 1.6 AU ≤ R ≤ 1.8 AU (upper panel) and 1.45 AU ≤ R ≤ 1.6 AU (lower panel), re-

spectively. In Figure 1.11 the calculated differential speed threshold for the instability

growth rate exponent γm/Ω = 0.001 from the simulations is shown as the thick black

line that obeys the relation
∆vα,p

vA
=

1.38
β0.17
‖,p

(1.44)

in dependence of the local solar wind plasma β-parameter parallel to the in-situ mag-

netic field that is calculated from protons only. As we can see the calculated threshold

confines reasonably well the observed differential speeds shown as a scatter plot over

a wider range of values for β‖,p which shows its applicability to a range of fast wind

plasma conditions. However, at low β‖,p an additional empirical relation is needed to

explain the confinement of the data in (∆v, β‖,p)-space, which is given as

∆vα,p

vA
= 1.4 ·

√
β‖,p . (1.45)

and marked as the dashed line in Figure 1.11. When now the Alfvén speed decreases

with increasing radial distance as observed in the Helios measurements, the calculated

differential speed threshold reduces the absolute differential streaming of the alpha

particles and therefore due to the instability a part of the streaming energy is redis-

tributed and the simulations suggest that it goes into the heating of the alpha particles

while the solar wind is propagating outward [20]. [40] conclude in their study that

a similar (ion-proton) magnetic instability should be able to equally reduce the dif-

ferential speed of heavy minor ions and simultaneously heat them when they have

similar gyro-frequencies as He2+ and investigate in their simulation the case of O6+.

Precise differential speed and temperature measurements of heavy minor ions, could

be therefore useful to further restrict these models. However, up to date there exist no

sufficiently accurate more-dimensional VDF measurements of minor heavy ions from

which one can get reliable estimates of a temperature anisotropy vth,i,‖/vth,i,⊥ > 1 that

is commonly used as an additional indicator of the ion-proton magnetosonic instability

[20] [40].

To summarize the theoretical situation in the inner heliosphere and in particular at

1 AU, we can have simultaneously acting

1. acceleration and heating mechanisms such as resonant ion-cyclotron interaction

that are able to provide momentum and energy to the solar wind particles from

the solar corona on and simultaneously create nonthermal features in the ion

VDFs,

2. Coulomb collisions that constantly aim to thermalize the wind plasma,
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3. plasma instabilities that are likely to regulate the observed nonthermal features

while the wind is propagating outward,

To disentangle all these processes in order to finally determine the mechanisms that

actually dominate the acceleration, heating and transport/thermalization of the solar

wind (in certain regions) we need precise systematic in-situ measurements of the parti-

cle VDFs and electromagnetic fields at selected sites and solar distances throughout the

heliosphere (and ideally in the corona). In particular, we showed that certain promis-

ing acceleration and heating processes such as ion-cyclotron resonance are sensitive to

the mass and charge of the solar wind ion species and the same applies to Coulomb

collisions and certain ion instabilities such as the described ion-proton magnetosonic

instability. Therefore, the systematic measurements of a wide range of minor heavy ion

VDFs can provide crucial additional information to restrict and eventually distinguish

between different proposed models, provided that the measurement inaccuracies are

sufficiently small to resolve the expected features. In the following last section we give

a short overview over the measurements of minor heavy ions in the solar wind up to

date and formulate on this basis the scientific objectives for the systematic measure-

ments of heavy ion kinetic properties with SOHO/CELIAS in this work.

1.5 Systematic Measurements of Heavy Ion Kinetic Properties

Differential streaming of heavy minor ions:

While the differential streaming between alpha particles and protons has been studied

for several decades [4, 38, 43, 53, 63], there exist only a few independent speed measure-

ments of heavy minor ions. This is mainly because elements with atomic number Z¿2

are several orders of magnitude less abundant than helium, and therefore require very

specific measurement instrumentation [24] [33]. However, due to their low number

density and their wide range in mass and charge, the minor ion species can be con-

sidered as perfectly suited test particles to study possible mass- and charge-dependent

acceleration and thermalization mechanisms in the solar wind.

From the early eighties on, case studies of the differential streaming of several relatively

abundant minor ions such as O6+, Si7+, Fe9+ and Fe10+ [28, 34, 57] were conducted in

fast streams in the vicinity of 1 AU and even in the inner heliosphere [23], but un-

til today the only systematic measurements of heavy ion differential speeds based on a

wide set of solar wind ion species are available from the SWICS instruments on Ulysses

[68, 70] and from its twin instrument on the Advanced Composition Explorer [8] (men-

tion that STEREO/Plastic is bad)!. As mentioned before, Ulysses orbited the Sun in
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a highly elliptic polar Orbit between 1.4 and 5.4 AU. During four extended time pe-

riods of the mission, corresponding to northern coronal hole wind, southern coronal

hole wind and ecliptic wind at solar minimum and solar maximum, respectively, [70]

analyzed the speeds of 35 heavy ion species spanning a range in mass-per-charge of

2.0 ≤ m/q ≤ 9.3. The study is based on 1-dimensional heavy ion VDFs, derived from

measurements of the absolute ion speed vi with an integration time of two hours. While

the authors do observe preferential heating of the heavy ions, they do not observe any

signature of differential streaming, so that all ions were observed to flow at proton

speed during all observation periods. However, [70] state that this result is expected

for most of the Ulysses orbit far beyond 1 AU, simply because the mean interplanetary

B-field angle is almost perpendicular to the SWICS measurement axis and the differen-

tial streaming is supposed to act along the local B-field (compare subsection ?? for de-

tails). Nevertheless, there might be time periods where the B-field angle at the Ulysses

orbit is sufficiently far off the nominal Parker angle and also when Ulysses is above the

solar poles the magnetic field could align reasonably well with the instrument measure-

ment axis. Therefore, one could argue, that the absence of differential speed during all

four observation periods would point to truly vanishing differential speed between the

heavy ions and protons beyond 1.4 AU (which is in contrast to the helium observations

by Gary2000!). In contrast to Ulysses, the ACE spacecraft is located at 1 AU on a Halo

orbit around L1. [8] used ACE/SWICS data to measure the differential speed between

44 heavy ions in the mass-per-charge range 2.0 ≤ m/q ≤ 8.0 species and the solar wind

protons. By analyzing the ion data in the intrinsic instrument resolution of 12 minutes

and by correcting for the ambient magnetic field direction, the authors observed dif-

ferential speeds for all analyzed ion species which were comparable, but significantly

lower than the local Alfvén speed and were found to lie between 0.2 and 0.8 vA for all

investigated ions (with 35 out of 44 ions between 0.4 and 0.7 vA). A comparison of the

heavy ion differential speeds showed no clear m/q dependence.

While the differing results between the studies of [70] and [8] could be explained by the

different measurement location and time resolution used in the analysis, the observa-

tions situation of differential streaming at 1 AU are not completely consistent either. In

particular, there exist apparent differences between the ACE/SWICS results and the ob-

servations by [28] who analyzed the differential streaming of several ion species mea-

sured with the the CELIAS experiment onboard the SOHO spacecraft, which is also

located in a Halo orbit around L1. [28] investigated heavy ion data from the CELIAS

Charge-Time-of-Flight (CTOF) sensor with a time resolution of 10 minutes. Although

CTOF is a time-of-flight mass spectrometer similar to the SWICS instruments and there-

fore capable to measure ions in a wide mass and mass-per-charge range, in the CELIAS
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FIGURE 1.12: Hefti1998

study only three ion species O6+, Si7+, and Fe9+ were analyzed with the result that only

O6+ showed systematic differential streaming compared to the solar wind bulk protons

on the order of 20 km/s in the fast wind, while Si7+ and Fe9+ stream at the same speed

as the protons or even slightly lower speed. Unfortunately the CELIAS/CTOF sensor

was only in operation for a few months in 1996 due to a severe instrument failure on

DOY 230 in 1996, so that the study by [28] is the only one conducted so far on kinetic

properties of heavy ions measured with this instrument. However, The sensor’s mea-

surement principle provides very good charge-state separation facilitating precise iden-

tification of the heavy ion species while the unique combination of high measurement

cadence with very high collection power enables the measurement of heavy minor ions

with unprecedented high statistics. In particular the high time resolution allows a scan

of the complete VDF for any given ion species within one minute and therefore under

very similar in-situ plasma conditions. A typical minor ion VDF measured by CTOF

consists of about 100 counts (see example of Fe10+ in the middle panel of Figure ??

which is roughly a factor of 10 more than ACE/SWICS at a similar distance to the Sun.
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FIGURE 1.13: Berger.2011

These features allow the determination of heavy ion speed spectra and moments with

high precision which makes the CELIAS/CTOF heavy ion data highly valuable de-

spite the instrument’s short measurement period. By conducting a systematic analysis

of solar wind heavy ion differential streaming including 9 ion species in the energy-

per-charge range between 2.7 ≤ m/q ≤ 6.2 measured by the SOHO/CELIAS exper-

iment we aim to gain a better understanding of the differential streaming at 1 AU.

The presented analysis of the CELIAS/CTOF data takes into account both the onboard

processed matrix rate (MR) data, originally utilized in [28], and the raw pulse height

analysis (PHA) count data which has a higher mass and mass-per-charge resolution

and is independent of the CTOF preflight calibration. We also compare our results for

the ion species O6+, Si7+, and Fe9+, with the earlier results by [28].

Goals of this work

To clarify the observational situation at 1 AU and provide restrictions for theoretical

models of solar wind ion acceleration, heating, and transport/thermalization with this

work we aim to answer the following questions:
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1. Do we observe differential streaming between the solar wind heavy ions and pro-

tons in the SOHO data?

If so,

(a) do we observe significant differential speeds for all ion species or only for

particular species?

(b) what is the sign and magnitude of the observed differential speeds?

(c) do we observe a general trend depending on mass and charge of the ion

species?

(d) how does the differential speed depend on the ambient solar wind plasma

conditions/parameters, in particular solar wind speed/type and collisional

age?

2. Do we observe preferential heating of solar wind heavy ions compared to the

solar wind protons in the SOHO data?

If so,

(a) are the heavy ions heated strictly mass-proportional or do we observe sig-

natures of over- or under-mass-proportional heating?

(b) how do the observed heavy ion temperatures depend on the ambient solar

wind plasma conditions, in particular on solar wind speed/type and colli-

sional age?



Chapter 2

Measurement Instrumentation and

Data Products

2.1 The CELIAS Experiment aboard SOHO

The Solar and Heliospheric Observatory (SOHO) was built to resolve several long-

standing problems in solar physics, such as the coronal heating problem and the accel-

eration of the solar wind. Both topics are of special interest for the in-situ community

which provided three particle instruments among them the CELIAS instrument (see

figure (2.1)). Furthermore the spacecraft is suited with helioseismological and remote

sensing instruments instruments which add up to a complete scientific payload of 12

instruments.

SOHO was launched in December 1995 and is still in operation. It is situated on an

orbit close to L1 and is a 3-axis stabilized spacecraft, which means that all particle in-

struments point in the same direction all the time which is contrast to e.g. the Ad-

vanced Composition Explorer (ACE) or the Helios spacecraft which are/were all spin-

ning around their axis.

2.1.1 The CELIAS Experiment: A short Overview of the Relevant Sensors

The Charge, Element, and Isotope Analysis System (CELIAS) aboard SOHO was built by

the University of Bern in cooperation with the Max-Planck-Institute for Solar System

Science at Katlenburg-Lindau (former Institute for Aeronomy) and consists of four dif-

ferent sensors which all investigate ions within or slightly above the solar wind energy

35
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FIGURE 2.1: Overview of the SOHO spacecraft with its scientific payload. The picture
is adapted after [Domingo1995].

range. These sensors are the Charge-Time-OF-Flight Sensor (CTOF), the Mass Charge-

Time-OF-Flight Sensor (MTOF), the Suprathermal Charge-Time-OF-Flight (STOF) and

the Proton Monitor (PM). Explain the ovarall scientific goal of the experiment. Here we

concentrate on the CTOF sensor and the Proton Monitor:

CTOF CTOF is a linear time-of-flight mass spectrometer with remarkable time-of-

flight resolution which allows for a very good separation of heavy ions in mass-per-

charge. Furthermore it has a large geometry factor by blending out the solar wind

protons. Unfortunately the instrument suffered a serious failure already on DOY 230

1996. so that it delivered only data of several months around solar minimum in 1996.

For a more detailed description of the CTOF sensor see the following section.

PM The Proton Monitor is integrated in the MTOF housing and measures the proton

mean speed, temperature and particle density with an accuracy of at time resolution

of about one minute. Since the proton parameters of the solar wind at L1 are well-

known today, the PM data is not of great interest itself, but serves as solar wind plasma

parameter reference for the other three sensors. Especially the analysis of the Heavy
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Ion Differential Streaming is done by comparison of the CTOF data with the PM data.

For our analysis which is described in we used five-minute averaged PM data which

we synchronized with the CTOF data.

2.2 The CELIAS/Charge-Time-Of-Flight Sensor

2.2.1 Principle of Operation

The CELIAS/Charge-Time-Of-Flight (CTOF) sensor is a linear time-of-flight mass spec-

trometer based on the carbon-foil technique which is designed to detect heavy ions with

Z ≥ 2 in the energy-per-charge range between 0.3 and 34.8 keV/e. The sensor measures

the ions’ mass m, charge q and speed v. To derive these three quantities, three measure-

ments are performed subsequently on an incident ion: In the CTOF entrance system

the ion’s energy-per-charge (Epq) value is determined by the Electrostatic Analyzer

(ESA), which is a semispherical capacitor, that the ion can only pass if its energy-per-

charge is within a narrow passband around the selected energy-per-charge-step that

corresponds to the applied voltage between the capacitor electrodes. Second, after be-

ing accelerated by a post-acceleration voltage the ion undergoes a time-of-flight (TOF)

measurement. To trigger a start pulse for the TOF measurement the particle penetrates

a thin carbon foil at the beginning of the TOF section from which secondary electrons

are emitted that are then guided to a micro channel plate (MCP) detector. In a similar

way a stop pulse is provided when the ion reaches a solid state detector (SSD) at the

end of the TOF section by releasing secondary electrons from the SSD surface that are

again detected by an MCP. Finally, the residual kinetic energy of the ion (ESSD) is mea-

sured in the solid state detector, which consists of a thin SiO2 dead-layer on-top of a

sensitive silicon layer, where the ions fully stop.

Within one CTOF instrument cycle, which has a duration of about 5 minutes, the elec-

trostatic analyzer steps through a sequence of 117 energy-per-charge values by chang-

ing the applied ESA voltage Uj after:

1
2
· m

q
· v2 =

(
E
q

)
j
= Uj = U0rsmax−j (2.1)

where j is the ESA step number obtaining values from smin = 0 to smax = 116 while U0

and r are constants given in in the appendix B in Table B.1 that allow the exponential

stepping of the E/q-value. For a given ion species with fix mass and charge the E/q-
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FIGURE 2.2: Cross-section of the CELIAS/CTOF sensor after [Hovestadt(1995)]. First
the ions are focused by the quadrupole lens and pass through the electrostatic E/q-
analyzer (ESA) in the entrance system if their energy-per-charge is appropriate. They
are then further accelerated by a post-acceleration voltage and pass a thin carbon foil
where the start pulse for the time-of-flight (TOF) measurement is triggered. Finally, the
ions reach the solid state detector (SSD) at the end of the TOF section where they first
trigger the stop pulse for the TOF measurement at the SSD surface and then deposit

their residual kinetic energy within the SSD so that they fully stop.
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stepping is equivalent to a scan in speed v, so that in principal1 we obtain directly the

reduced velocity distribution functions (VDFs) from the ion count rate Nij = Ni(vj) for

any given ion species i measured over the 117 Epq-steps.

Yet, as CTOF measures different ion species simultaneously we need to derive the ions’

mass and charge from their measured TOF and ESSD signals at each E/q-step in order

to apply Eq. 2.1 . For any ion with mass mi and charge qi its residual energy after the

post-acceleration is well-defined for any given Epq-step j as

Eij
acc := Eacc(qi, j) =

[(
E
q

)
j
+ Uacc

]
· qi (2.2)

with the post-acceleration voltage Uacc, so that its speed after the post-acceleration

reads

vij
acc := v(mi, qi, j) =

√
2Eij

acc

mi
. (2.3)

Now, in an ideal instrument the solid state detector would measure the exact residual

energy of the particle

εij = Eij
acc (2.4)

and its time-of-flight would be determined as

τij =
Lτ

vij
(2.5)

where Lτ is the fix length of the TOF section between carbon foil and SSD surface.

Thus, from the measured combined signals (τ, ε) one could unambiguously determine

the ion’s mass-per-charge by

(
m
q

)
i
=

2τ2
ij

L2
τ

[(
E
q

)
j
+ Uacc

]
(2.6)

and its mass by

mi =
2τ2

ijεij

L2
τ

. (2.7)

with the known values Lτ and Uacc kV given in B.1 .

In Figure 2.3 we show show for E/q-step ? a two-dimensional histogram of the de-

tected TOF and ESSD signals that were measured with CTOF over the whole DOY 150?

1These VDFs still have to be corrected for the difference in phase space coverage between the Epq-steps
as it is explained in subsection ??.
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FIGURE 2.3: ET-matrix of the accumulated PHA data long-term counts for the whole
measurement period DOY 174-220 at Epq-step 55. Note that these are only the trans-
mitted counts due to the CTOF telemetry scheme as explained in subsection ?. The
peaks of several more abundant ion species are well-recognizable by eye. For a fully

calibrated ET-matrix with all ion species labeled compare Figure 4.4 in chapter 4).

1996. In the following we call these histograms ET-matrices for a given Epq-step ac-

cumulated over a given time-period which relates to a certain number of instrument

cycles (≈ 288 cycles per day). The TOF measurement is nominally resolved with 1024

channels while the ESSD measurement is resolved with 512 channels but the relevant

solar wind events lie actually in a fraction of this total range (150 < τ < 600, ε < 150)

and due to a clearly artificial bit-pattern we have to bin two channels together both in

TOF and ESSD. One can clearly recognize sevaral peaks in the data that correspond to

the positions of certain ion species as described in Eq. 2.6 and 2.7. But we can also see

that the widths of these peaks are large and thus overlap, so that in reality one cannot

separate the different ion species deterministically as Eq. 2.6 and 2.7 suggests. The ob-

served peak widths are mainly caused by the straggling of the ion species both in the

carbon foil and the SSD which causes a broadening of both the TOF and ESSD signal

and which we did not consider in the ideal measurement case so far.

Due to the straggling the ion identification has to be considered in a statistical way

now. Thus, Eq 2.6 and Eq. 2.7 only hold when we regard the calculated values (τ, ε) as

the most probable channels to be measured for an ion of a certain species i at a given

Epq-step j or equivalently as the respective (central) ion peak position in the ET-matrix

at the given Epq-step. The remaining channels that form the peak in the close ET-

environment of (τij, εij) must be taken into account to calculate the total count rate Nij
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of a given ion species at a certain Epq-step. Also, due to the peak overlaps the mea-

sured count rate in a certain ET-channel can contribute partially to different ion count

rates Nij which we assess in detail in the CTOF response model description in chapter

4.

In addition to the statistical ion straggling, we have to take into account two other

phenomena that alter systematically the measured TOF and ESSD signals[SRIM/TRIM

2008]. The first effect is the energy loss of the ions in the carbon foil due to the ion’s

interaction with the foil electrons and nuclei. This causes in a first instance a shift of

the TOF signal to higher values, and in a second instance a shift of the ESSD signal to

lower values as the ESSD measurement is not independent of the TOF measurement.

The second effect is the so-called pulse height defect (PHD) in the SSD, which actually

subsumes two phenomena [references, (at least Oetliker and references within)]: The

energy loss of the ions in the SSD dead-layer which is analog to the energy loss in the

foil and the effect that part of the residual ion energy is lost to elastic interactions with

the silicon nuclei in the sensitive SSD area and therefore is lost for the electron-hole

pair creation. Thus, not the full residual energy of the ion is converted to an electronic

energy signal which causes an additional shift of the observed ESSD signal to lower

values. Both effects can be taken into account by transforming, Eq. (2.6) to:

(
m
q

)
i
=

2τ2
ijατ

L2
τ

[(
E
q

)
j
+ Uacc

]
(2.8)

and Eq. (2.7) to:

mi =
2τ2

ijεij

αεL2
τ

(2.9)

where the introduced factor ατ is the ions’ residual kinetic energy fraction (REF) after the

carbon foil and the factor αε is the fraction of the ions’ residual kinetic energy that is

converted to an electronic signal in the SSD and which we denote as its pulse height

fraction (PHF). Both factors can be only defined for a sample of measured ions in a sta-

tistical manner and depend on several quantities such as the atomic number Z of the

ions, the speed v (or equivalently kinetic energy Ekin) of the ions prior to the carbon foil

and SSD, the foil and SSD material, and the foil and SSD geometry, respectively. There-

fore, ατ and αε have to be determined in the instrument calibration for each relevant

element2 over the whole relevant energy range of the incident ions. As this is the start-

ing point for the characterization of the CTOF response model in 4 we only mention

2Note, that at least in theory both quantities do not depend on the charge q of the ions as the particles
lose their initial charge state information already within the first few layers of the carbon foil [SRIM/TRIM
2008].
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here that further effects that could potentially infuence the observed ion peak signals

such as the finite energy acceptance of the ESA condenser (Janitzek 2014) or the read-

out electronics (Hovestadt1995) could be shown to have negligible impact compared to

the aforementioned effects.

CTOF Data Products Overview

The CTOF sensor data, as processed in the CELIAS DPU, is sent down to Earth in four

principal data products: the pulse height analysis (PHA) data, the matrix rates (MR)

data, the matrix elements (ME) data and the sensor rates (SR) data.

CTOF Pulse Height Analysis Data

The most fundamental CTOF data product is the pulse height analysis (PHA) data

which consists of the detected ion events for each CTOF 5-minute cycle time stamp

with the events being represented by their Epq-step, TOF and ESSD channel. Note that

not every ion reaches the SSD (with sufficient energy) to generate an electronic signal

so that in these cases ESSD = 0 ch and these events are classified as double coinci-

dence events in contrast to the triple coincidence events for which ESSD≥ 1 ch. Due to

the limited telemetry budget the CELIAS DPU does not send the full PHA count data

to Earth, but performs an onboard pre-processing of all measured PHA events to the

compressed matrix rates and matrix elements data products. However, in order to be

able to check the fine onboard classification algorithm of the PHA events to ion-specific

matrix rate boxes, for each E/q step of each time stamp a number of PHA events, con-

taining the full Epq, TOF, and ESSD information for these events, is transmitted as well.

The transmitted events are selected according to a priority scheme which is based on

a very rough onboard mass classification of the events using their TOF and ESSD in-

formation: double coincidence events are classified as priority range 0, while all triple

coincidences are classified within the priority ranges 1 (anticipated iron mass range)

to 5 (anticipated helium mass range). A different number of PHA events is selected

for each priority range with the aim to have sufficient statistics to reconstruct the full

composition and kinetic information of all major solar wind ion species, despite their

substantial relative differences in abundance. Furthermore, these numbers are not con-

stant over time but also vary at each time stamp with the ambient solar wind proton
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conditions to make sure, to sample for each species in the whole solar wind bulk. Nev-

ertheless, within each priority range the selection of the events is completely indepen-

dent of their Epq, TOF and ESSD to assure a statistical sample of the measured ions for

unbiased reconstruction of the ion species properties.

CTOF Matrix Rate Data

The matrix rates data product is derived by the DPU from the PHA data in the follow-

ing way: During a given CTOF instrument cycle the onboard algorithm, (documented

in detail in the appendix of this paper), which is based on the pre-flight calibration of

the CTOF sensor [? ? ? ] assigns each measured PHA event to a so-called matrix rate

within a certain mass-mass-per-charge (m-m/q) box depending on the event’s E/q, τ

and ESSD value. The solar wind heavy ion speed during each CTOF cycle is estimated

from the solar wind iron speed measured in the previous CTOF cycle, which is de-

rived from a numerical moment calculation of all events within certain pre-assigned

iron boxes in the PHA ET-matrix over all E/q steps. Subsequently, for each m-m/q box

an E/q center step is calculated which corresponds to the estimated mean solar wind

heavy ion speed for the m/q value of this box, so that the estimated solar wind bulk

center of the respective ion species is supposed to be measured exactly at this step3.

In the end, for each m-m/q box a new count rate histogram is created of which the

central bin contains the count rate of the center E/q step. Consequently, the two lower

(higher) neighboring bins contain the count rates of the two higher (lower) E/q steps.

In the following, the count rates of steps that lay further away from the estimated solar

wind bulk center are summed up together in fewer bins than steps after a fixed scheme,

so that the original 117 step E/q resolution is compressed to 21 meta count rates, the

so-called matrix rates. The compression scheme from E/q step count rates to matrix

rates can be found in table ?

In Figure ? the CTOF matrix rate box scheme is shown, containing in each box the accu-

mulated counts for DOY 174-220 1996 for matrix rate 10 which for each ion species and

each CTOF cycle is supposed to be the count rate measured at the ambient solar wind

(heavy ion) speed. -explain plot: boxes are sorted from left to right with increasing m/q

and from bottom to top with increasing mass, so that every ion species is centered at a

certain predefined box (i.e. O6+ at box 235, or Si7+ at box 201). -Note that the scaling

along both axis is not exactly linear, since the box position is derived from a preflight

3Note that this algorithm definition assumes already to some degree that all heavy ions stream roughly
at iron speed(!).Thanks to the moderate data compression within the algorithm this assumption turns out
to be not too critical to derive meaningful heavy ion VDFs.
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simulation that already takes into account a certain ion specific energy loss in the car-

bon foil as well as element specific pulse height defect. boxes have different widths in

mass and mass-per-charge in order to resolve the anticipated set of ion species which

are supposed to lie in the respective parts of the matrix scheme.

The m-m/q classification scheme, which can be seen in Figure 2.4, contains 508 boxes

of different sizes which all together span a mass range sufficiently wide to measure all

elements from 4 to 56 amu and their charge states from 2 to 10 amu/e. In addition to

the 508× 21 matrix rates, for each CTOF cycle the MR data also contains an estimated

value for the solar wind iron speed. This value is calculated from the previous CTOF

cycle from an onboard moment calculation of the count rates within the predefined iron

boxes.

2.2.1.1 Matrix Elements

The matrix elements data is very similar to the matrix rate data, except for the fact

that the all events within a certain m-m/q box are integrated during a given CTOF

cycle over all E/q steps, so that the spectral velocity information is lost. Instead the

resolution m and m/q resolution is doubled in both dimensions. Therefore the ME data

is suitable for evaluating absolute abundances of specific ions or to derive the charge

state distributions from which the freeze-in temperatures can be derived as done by ?

], but cannot be utilized to deduce kinetic properties of the heavy ions.

2.2.1.2 Sensor Rates

Finally, the sensor rates data is not intended for concrete scientific utilization, but con-

tains the raw output values of the different subsensors inside the CTOF instrument at

each E/q step during a given CTOF cycle. In particular the data includes the E/q ana-

lyzer voltage and operation status, the total number of triggered start and stop pulses

in the TOF section, the number of SSD surface hits and the overall number of double

and triple coincidence events. We used this data to follow in detail the configuration of

the electrostatic analyzer and to cross-check the obtained PHA and Matrix Rates with

the overall obtained number of events in the different instrument sections during each

instrument cycle.
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2.2.2 Base-Rate Correction of the CTOF PHA Data

FIGURE 2.5: Histogram of the total number of transmitted PHA words per CTOF 5-
minute cycle (for the whole ET-range and over all 117 Epq-steps). In most cases the
telemetry limit of PHA words is between 2000 and about 3000, but also cycles with
lower limits occur. The very low transmission numbers that form the peak between
200 and 400 PHA words are from cycles with strongly reduced CTOF telemetry budget
due to internal budget changes between the CELIAS sensors. We excluded all cycles
with less than 500 transmitted PHA counts from the analysis as it is not possible to

reconstruct the base rate factors reliably for these cycles.
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FIGURE 2.6: The left panel shows the definition of the Priority Ranges 1-5 (from top
to bottom) in the ET-matrix as we obtain it from the Range data product in the CTOF
PHA data. The assignment of the priority range for each PHA count depends only on
its detected TOF and ESSD channel but not on the Epq-step, indicating that the ranges
are defined in mass only. This can be confirmed by the right panel which shows the
range of the PHA counts after their TOF and ESSD channels have been translated into
mass and mass-per-charge after Eq. ? and ?. In both panels the counts of all Epq-
steps 0 ≤ j ≤ 116 are included. As can be seen the borders in mass in the right panel
are very sharp, so that the nominal conversion algorithm from E/q, TOF, ESSD to m,
mpq, MR (after Hefti/Aellig) can be proofed valid. The only exceptions are a few bins
in PR2 and PR4 at the border to PR1 and PR3 respectively, which are probably due
to unreconstructable rounding/truncation errors (explain how the plots are created

(with weighted histograms) in the text.)
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FIGURE 2.7: Close-up of the matrix rate box scheme filled with the measured (and
onboard assigned) counts during the first 5-minute CTOF cycle measured on DOY 174
1996 for matrix rate MR10. The magenta framed box is the nominal box for O6+ after

[Hefti1998].
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FIGURE 2.8: Close-up of the ET-matrix filled with the transmitted PHA counts during
the first 5-minute CTOF cycle measured on DOY 174 1996 for Epq-step 69. This step
corresponds to matrix rate MR10 for MR-box 235 at the onboard estimated heavy ion
speed of 395.4 km/s at the given cycle, which is the same as in Figure 2.7. The MR-box
235 corresponds to the magenta-shaded area in the ET-matrix which at the Epq-step 69
only contains two transmitted PHA words while e.g. for the whole priority range PR4
(limited by the orange and green lines) 9 PHA counts were transmitted. In this case
the same number of 9 PHA counts is also transmitted for PR3 (limited by the green

and light blue lines) at the given Epq-step.
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FIGURE 2.9: Comparison of the measured MR counts (gray) and the transmitted PHA
counts (red) in priority ranges PR1 (upper panel) and PR4 (middle and lower panel)
for the first cycle on DOY 174 for all relevant Epq-steps with at least one detected
count. The ratio of the two quantities at each cycle and each step yields the base rate
weights with which the PHA counts have to be multiplied to represent the true num-
ber of measured counts. While for PR1 the measured MR and transmitted PHA counts
are of comparable order, the difference between the two quantities reaches up to two
orders of magnitude in PR4 so that the lower panel is a close-up of the middle panel
that allows a better recognition of the transmitted PHA words. At Epq-step 69 we find
NPHA = 9 and NMR = 845 yielding a base-rate weight of wPR4

br = NMR/NPHA ≈ 93.89
for priority range PR4 at the given cycle and Epq-step.
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FIGURE 2.10: Comparison of the uncorrected (upper panel) and corrected (lower
panel) count rates for the accumulated long-term PHA data (DOY 174-220) for Epq-
step 70. We note for instance that the O6+ peak at (τ ≈ 280, ε ≈ 40) is strongly
enhanced in count rate by almost 2 orders of magnitude while the Si7+ peak at
(τ ≈ 340, ε ≈ 40) increased by a less than 1 order of magnitude. We also note that
the artificial diagonal steps in count rate in the upper panel at the priority range bor-
ders between PR2 and PR3 and PR4 and PR5, respectively, have vanished in the lower
panel, so that e.g. the O6+ peak has a more continuous shape now. Unfortunately,
the counts in priority range 5 cannot be reconstructed properly due to the additional
PID suppression of He2+ that is not documented in detail in the available instrument
descriptions. In fact, the base-rate reconstruction causes an over-representation of the
unsuppressed transmitted PHA counts in PR5 that lie at the border to PR4 causing
an artificial step in this area of the ET-matrix that can be seen best in the C6+ peak at
(τ ≈ 240, ε ≈ 40). In appendix ? we show in addition the base rate corrected long-term
count rates for the ET-matrices at Epq-steps 40, 50, 60 and 80 to give a representative

overview of the reconstruction results.
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2.3 The CELIAS Proton Monitor

The CELIAS Proton Monitor measures routinely with a resolution of half a minute the

solar wind proton radial mean speed, thermal speed and density as well as the the so-

lar wind flow direction in the plane perpendicular to the ecliptic plane. The instrument

is a subsensor of the CELIAS/MTOF sensor which was developed at the University of

Maryland. A detailed description of the instrument, its data products and the utilized

analysis method can be found in the original publication by ? ]. Since the PM was orig-

inally designed to assist in the interpretation of MTOF data, it uses a relatively wide

energy bandwidth and angular acceptance electrostatic analyzer which limits the accu-

racy of the derived solar wind proton bulk parameters. However, because the original

SOHO Plasma Instrument [? ] was not incorporated in the final spacecraft payload

configuration [? ], the CELIAS PM is the only SOHO sensor which measures the in-

situ (proton) plasma parameters. The sensor consists of an electrostatic E/q analyzer

similar to the one of MTOF and CTOF and a microchannel plate (MCP) with a two-

dimensional cylindrically symmetric position sensing anode. The PM E/q analyzer

is stepped through six E/q steps corresponding to a logarithmically (60% step size) in-

creased deflection plate voltage between 0.3 and 3 kV within a total cycle time of 30 sec-

onds. The proton speed information is derived from the radial position distribution of

the incident protons on the sensing anode at each of the six E/q steps while the zenithal

inflow direction is derived from the angular position. Unfortunately, the measurement

principle leads to an ambiguity between incident angle and incident energy/charge

which however, was intentionally designed into the PM to match as closely as possible

the behavior of the deflection system for the main MTOF sensor. In order to improve

the accuracy of the PM data to reach to the performance of regular plasma instruments,

[? ] applied a sophisticated analysis scheme to the raw data detected by the sensing

anode: In a first step two independent methods, a simple numerical moment calcula-

tion and a fit approach based on a sensor response model are used to determine the

density, mean and thermal speed. In a second step to obtain a corrected proton speed

(less dependent of the azimuthal inflow angle), the ratio of the proton speeds of both

methods is correlated with the ratio of the proton speed of the moment method and the

proton speed measured by the SWE instrument on WIND, which was extrapolated to

the SOHO site. In a similar way the corrected proton thermal speed is obtained from

the correlation of the ratio of the thermal speeds, obtained from both determination

methods, and the ratio of the thermal speed calculated from the moment method and

the measured WIND/SWE thermal speed. Finally, the density is derived from the cor-

relation of the ratio of the proton density, obtained from both determination methods,

and the ratio of the density derived from the fit method and the measured WIND/SWE
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FIGURE 2.11: Schematic side view (upper panel) and front view (lower panel) of the
SOHO CELIAS Proton Monitor (PM) after [Ipavich1998?]. The PM E/q analyzer con-
sists of three 50◦ wedge-shaped parallel plate deflection regions, which are arranged
such as to provide a high suppression of UV-photons given the relatively high PM
geometry factor. The three regions are cylindrically symmetrical about a 0.3 mm di-
ameter hole in the beryllium-copper sheet between region 2 and region 3. If a particle
has the appropriate E/q-value at a given analyzer Epq-step it follows the typical ion
trajectory as a result of the applied electric fields in regions 1 to 3 and finally triggers a
signal in the MCP. The secondary electrons that are then released from the MCP create
a localized signal in the cylindrically symmetrical anode that is situated 1 cm behind
the MCP output. From the radial and angular position (R, θ) of the electron signal on
the anode the speed and zenith incident angle information (in the plane perpendicu-
lar to the ecliptic) of the detected primary particle can be obtained simultaneously (see

text for details).

density.

For the derived proton mean speeds ? ] estimated the PM measurement accuracy by

comparison with the speeds measured by the SWE instrument onboard the WIND

spacecraft. For the time period DOY 20 in 1996 to DOY 31 1997, the authors mapped the

SOHO speed back to the WIND location which was on average 104 Earth radii closer

to Earth in the XGSE coordinate, corresponding to an average time delay of 26 minutes.

For two hour averaged data periods they found a very good agreement of PM and

SWE measurements with no significant systematic deviations and statistical deviations

of ((σvp)rel ≈ 2%). Due to the different measurement location of the two spacecraft one

can assume that part of this deviation is real and therefore consider this value as upper
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limit of the measurement uncertainty.

Despite the former work, in a sanity check of the proton data for the time interval DOY

150-220 we observe that the proton thermal speeds never decrease to values below

20 km/s, but they remain at the same or slightly higher values over extensive peri-

ods. This effect leads to an accumulation of thermal proton speeds at values in the

positive vicinity of 20 km/s which coincides with an accumulation of proton speed

values below 325 km/s. Since we consider these highly increased occurrences for cer-

tain combinations of mean and thermal speed at the edge of the PM parameter range

as potentially unphysical we systematically exclude all time stamps where we measure

a thermal speed below 22 km/s, which automatically also excludes all speed values

with very low proton speeds below 325 km/s. This accounts for about 5% of the mea-

surement cycles. Besides these minor irregularities the PM is operated successfully to

the current date and the instrument data can be downloaded from the University of

Maryland website 4.

2.4 Measurement Geometry

In the right panel of Figure ?? we show a schematic of the CELIAS measurement geome-

try for heavy ions and protons. The protons stream nearly radial outward from the Sun

with velocity ~vp
5, while the heavy ion velocity ~vi is composed of a radial component

and the differential velocity ~vip which points along the local interplanetary magnetic

field. The last assumption holds on timescales comparable to and larger than the ion

gyration periods because a differential velocity can only be maintained parallel to the

B-field. The true differential streaming magnitude is |~vip| = vip, but with the described

time-of-flight spectrometers such as SWICS and CTOF we cannot measure vip directly.

Instead we only measure the absolute value of the proton velocity which we denote as

vp and the absolute value vi of the ion velocity which in the case of CTOF is transformed

into a vector of same absolute value pointing along the instruments measurement axis

by the focusing quadrupole lens in the sensor’s entrance system. As can be seen in the

schematic, the difference between the measured proton and ion speed ui,p = vi − vp in

general does not equal the true differential speed vi,p, but always underestimates this

vi,p with the two exceptional cases where the magnetic field is pointing radial outward

from or inward to the Sun. In principal, this bias could be corrected with the formula

given in the bottom of the left panel of Figure ??, if one had a simultaneous measure-

ment of the in-situ magnetic field at the SOHO site, which would give us the angle

4SOHO/CELIAS/MTOF/PM data and documentation can be found at http : //umto f .umd.edu/pm/
.

5In this measurement scheme we neglect for simplicity, that in the presence of waves the protons rotate
around the heavy ions with the differential velocity vector, as it can be observed in the HELIOS data.
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θ. Unfortunately there is no magnetometer onboard SOHO, so that we cannot make

this correction but have to have in mind that the absolute magnitude of the differen-

tial speeds measured with CELIAS are always a lower limit of the actual differential

speeds. As a rough estimation of the systematic bias that this geometrical effect has,

one calculates that for an average Parker angle of θ = 45◦, the true differential speed

vip would be a factor of fgeo ≈ 1/ cos(θ) larger than the measured differential speed

uip. Regardless of the nomenclature in this geometry description, for convenience, in

the following we denote the measured differential speeds as vip. Also explain correction

factors in velocity and real space.
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FIGURE 2.12: Measurement geometry for solar wind heavy ions (brown vector vi)
and protons (yellow vector vp) in two-dimensional velocity space (v‖, v⊥) in the eclip-
tic plane. Both PM and CTOF measure the absolute value of the ion speed and not
the full velocity vector. Therefore, the magnitude of the differential velocity vip (also
called differential speed ∆v = vip) which is oriented along the in-situ magnetic field,
is systematically underestimated as vip = |vi| − |vp| (pink length bar) instead of
vip = |vi − vp| (cyan length bar). If the in-situ B-field angle θ is measured simulta-
neously with the particles the true differential speed vip can be reconstructed from the
combination of both measurements after Eq. ?. Unfortunately, in the case of SOHO
there are no magnetic field measurements conducted on the spacecraft, so that we can
only apply a mean correction to the differential speed assuming a mean magnetic field
angle of 45◦ in the ecliptic plane corresponding to the Parker angle. The Figure is taken
from [? ] illustrating the measurements of solar wind ions at L1 with ACE/SWICS but
is equivalently valid for our SOHO measurements. Also note, that the same geometri-
cal relations between the shown ion velocities apply when we assume that the heavy
ions flow approximately radially outwards from the Sun and instead the proton ve-
locity shows a small deviation from the radial direction, as it is often observed for the
case of alfvénic waves that are carried by the protons while the heavy ions surf these

waves (see subsection 1.?)
.



Chapter 3

A Critical Revision of Heavy Ion

Speeds Derived from CTOF Matrix

Rate Data

In this section we utilize the CTOF matrix rates to check whether we can reproduce

the results of the earlier CELIAS study by [28]. This shall not only provide a consis-

tency check for the CTOF MR data and the transformation from matrix rates to E/q

steps as described in ? ] but we also aim to revise the differential speeds derived from

the MR data in greater detail. As explained in section ?? we only can reconstruct the

heavy ion speeds with the documented MR classification algorithm for the subperiod

DOY 174-220 compared to the full analysis period in [28] between DOY 84 and 230 in

1996. However, statistically this subsample is large enough that a systematic differ-

ential streaming of a given ion species should be visible also in this data set, if it is a

permanent feature in the covered solar wind (speed) regime. We concentrate on the

three heavy ion species analyzed by Hefti: O6+, Si7+, Fe9+.

change this in a way that we want to derive the ion speeds as it was originally planned

for the CTOF data with the matrix rates

3.1 Derivation of Heavy Ion Velocity Distribution Functions

from CTOF Matrix Rates

In Figure 2.7 of chapter2 we showed as an example the measured counts for matrix

rate MR10 for the first measurement cycle on DOY 174 1996. To illustrate the matrix

rate data processing we take now all counts measured during this cycle in the defined

57
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box 235 for all 21 matrix rates MR0 - MR20 and convert them to a short-term reduced

1D-VDF for O6+ as it is anticipated by the design of the CTOF instrument and onboard-

algorithmus. In contrast to the Epq-steps the matrix rates do not correspond to a fix

speed for a fix ion species but are kept flexible as described in section ??, so that the

central matrix rates, contain the core of the VDF in any solar wind speed regime. For

this reason the solar wind ion speed for every cycle i is approximated from the cal-

culated mean speed of the major iron species measured in the previous cycle (i− 1)1.

With this speed a certain central Epq-step is predicted for the current cycle for every

matrix box and the counts measured in the corresponding area in ET-space at this Epq-

step are assigned to the central matrix rate 10. The remaining 20 matrix rates are then

filled with the counts of the remaning 116 Epq-steps after the scheme given in Table ?,

which naturally comes with certain compression factors for all matrix rates except for

MR8 - MR12. Concretely, in each of the matrix rates MR5-MR7? and MR13-MR15 the

counts of two Epq-steps are summed up, and in MR3-MR4 as well as in MR16-MR17

the counts of 4 Epq-steps are summed up in each matrix rate, respectively. This assign-

ment continues with increasing compression factors, so that we have lower Epq-step

resolution in the matrix rates with larger distance to the central matrix rate which fi-

nally corresponds to lower speed resolution in the flanks of the VDFs.

The central Epq-step jc is calculated for each cycle onboard by the function:

jc = 116− ln(ṽswi) ·V1 + V2 − (S + 1)/2 , (3.1)

where V1 = 49.8516 and V2 = −164 are fix algorithm values during the whole analyzed

time period. The value ṽswi (in km/s) is stored as data product in the matrix rate data

together with the 20 matrix count rates for each of the 503 matrix boxes2. The remaining

number S is a shift that corresponds to the the given matrix box number of the selected

species. This shift is defined for each box in the Look-up Table for the CTOF Matrix rates

Center Step in Figure A.1. It has the same format as the Matrix Box Definition table in

Figure A.2 so that box number and shift can be mapped to each other by position. All

float values that appear in Eq. 3.1 by the application of the logarithm or by division are

truncated to the next-lowest integer value.

Once we have the central Epq-step, we reconstruct the Epq-spectrum by inverting the

scheme in Table 6.2 which can only be done in a unique way for the 5 Epq-steps that are

1Note, that vswi,est is calculated onboard from the full Epq-ET-resolution, but it is not documented
which areas in ET-space are actually considered for the calculation, so that this calculation cannot be
reconstructed anymore.

2Note that ṽswi is stored in the same cycle (i) in which it is used for the calculation of the central Epq-
step jc and not in the cycle in which it was calculated (i-1).

Lars Berger
s compression in epq
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FIGURE 3.1: In the upper left panel we show the CTOF matrix rate spectrum for MR-
box 235 at cycle 170 on DOY 178 1996 as an example of the obtained matrix (count)
rates that are measured in the slow solar wind. The selected MR-box is the same
that was selected by [Hefti1998] for the determination of the mean O6+ speed. As
explained in the text one can convert this matrix rate spectrum to an Epq-step spec-
trum which is shown in the upper right panel. We see that the spectrum is centered
around the central Epq-step 75 for which the count rate corresponds to the MR-box
matrix rate MR10. In the lower left panel we use Eq ? to convert the Epq-spectrum
into a speed spectrum of the identified ion species, given the known mass and charge
of O6+. Finally, the measured spectrum has to be corrected for the systematic over-
representation of fast particles both in position and velocity space after Eq. ? and ?
to obtain the actual speed spectrum. In the terms of kinetic plasma description this
spectrum can now be interpreted as a reduced one-dimensional velocity distribution
function (VDF). From this reduced VDF, we obtain the mean ion speed in a first ap-
proximation by simply calculating the first moment. We compare it to the mean proton
speed that is simultaneously measured with the CELIAS PM to obtain the differential
speed. In the depicted cycle the proton speed is 〈vp〉 = 349 km/s (marked as red ver-
tical bar in the lower right panel) and the calculated ion speed is 〈vO6+〉 = 352 km/s

(marked as black vertical bar). (vsi7=342,vFe9=343)
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equal to the 5 central matrix rates. For the remaining Epq-steps we assume in a first ap-

proximation equal count rates for all Epq-steps that contribute to the same matrix rate.

In the core of the VDF this approximation should not be critical as the count rates of

two adjacent speed bins should not be too different on average. Very far away from the

central steps this approximation is potentially more problematic, but for the relatively

narrow solar wind VDFs there are hardly any counts in these steps3. The translation

from the matrix count rate? spectra to Epq-step spectra is shown for O6+ in the upper

two panels of Figure 3.1 for cycle 170 on DOY 178 1996, which is a representative ex-

ample of a cycle measured under slow wind conditions. We see that the matrix rate

spectrum is centered properly around MR10 in the upper left panel which corresponds

to Epq-step 75 after Eq. 3.1 with the estimated speed for this cycle ṽswi = 345 km/s

as can be seen in the upper right panel. The Epq-spectrum can then be translated into

a 1D speed spectrum using Eq. 2.1 which is shown in the lower left panel of Figure

3.1. As this spectrum still corresponds to the raw count rates measured by CTOF dis-

regarding instrumental efficiencies, it has to be corrected for the different phase space

coverage at different speeds. This is done simply by multiplying the obtained count

rates N(v) with a relative factor 1/v2 that is derived in section ??. This finally results

in the reduced 1D velocity distribution function that is shown in the lower right panel

and thus can be interpreted as a phase space density in 1D velocity (or more specific

reduced speed?) space. From these VDFs we calculate the ion mean speed as the first and

second moment of the distributions as

〈vion〉 =
1
C
·

116

∑
i=0

ci · vi (3.2)

respectively, where Ni = N(vi) are the measured (phase-space corrected) counts at the

given speed vi that correspond to the 117 Epq-steps and C = ∑116
i=0 ci is the appropriate

normalization. The mean ion (vion = 352) speed for the analyzed cycle is shown in

the lower right panel as red vertical bar that can be then compared to the mean proton

speed that is measured simultaneously with the CELIAS/PM and also calculated as the

first moment of the proton distribution as explained in section ??.

In an analog way the thermal speed is calculated as the second moment of the VDF:

vion,th =

√√√√ 1
C− 1

·
116

∑
i=0

(〈vion〉 − ci · vi)2 (3.3)

with the same normalization C (check!) as in Eq. 3.2.

In Figure 3.2 we derive the reduced O6+ 1D-VDF in the same way as in Figure 3.2, but

3This observations in fat changes if the measured VDFs were not properly centralized in the matrix
rates, as we discuss below

Lars Berger
In der Formel schreibst du c_i ! 
Effizienzen sind hier nicht drin?

Lars Berger
in der figure derived man nicht sondern zeigt die derived Ergebnisse
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for cycle 120 on DOY 214 1996 which is a representative example of a VDF measured

under fast wind conditions. We can see that the matrix rate spectrum is considerably

wider as for the slow wind case, which agrees well with the expectation of higher ki-

netic temperatures in the fast solar wind as described in section6.2 ?. However, we also

recognize in the upper left panel that the central matrix rate 10 is not even close to meet

the matrix rate with the highest count rate. This mismatch indicates that the onboard

estimation of the solar wind heavy ion speed does not work correctly in the fast wind.

As a result, the calculated central Epq-step does not match well with the center of the

VDF, but it is shifted to the low-speed flank as can be seen in the upper right panel. Al-

though we can still obtain meaningful VDFs due to the moderate resolution loss in the

VDF flanks, the miscalculation leads to differences in the count rate resolution between

the low- and high-speed flanks of the VDFs. This effect already introduces a systematic

bias in the calculation of the ion mean speed, depending on the concrete form of the

Epq-step reconstruction that is chosen. As can be seen from the lower right panel in

Figure 3.2 we find for the given cycle a mean ion speed of 〈vO6+〉 = 561 km/s while

the simultaneously measured mean proton speed is 〈vp〉 = 525 km/s. Thus for this

fast wind cycle we measure a differential speed of ∆vip = 36 km/s, while in the slow

case the differential speed was ∆vip = 3 km/s which is on the order of the statistical

measurement uncertainties.

In Figure 3.3 we show the VDF derivation for the same fast wind cycle DOY 214 120 for

Si7+ that is associated with MR box number 201 after the preflight calibration [? ] (see

Figure 2.4). In comparison with Figure 3.2 we see that the count rates for Si7+ are about

a factor of 50 lower than for O6+ which is roughly in agreement with the expected rel-

ative abundances (compare subsection 4.2 and 5.4, (calculate concrete expectation for

Si7+, maybe as example in subsection 5.4)). Similar to the O6+ case we also observe that

the central matrix rate 10 does not match the matrix rates with the highest count rates

but the measured core of the matrix rate spectrum is shifted to lower matrix rates to an

extend that at the nominal central matrix rate 10 no counts are measured at all. Thus,

the calculated energy-per-charge center step 47 lies in a gap between the core of the

VDF and a subpopulation at higher Epq-steps as can be seen in the upper right panel.

The calculated mean speed for Si7+ in the given cycle is 〈vSi7+〉 = 543 km/s which has

to be compared to the same proton speed 〈vp〉 = 525 km/s as in Figure 3.2

In Figure 3.4 we show the VDF derivation for the same fast wind cycle DOY 214 120

for the counts in matrix box 92. This MR-box is one of the three boxes that were se-

lected by [Hefti1998] for the determination of the mean Fe9+ speed. In comparison

with Figure 3.3 we find comparable count rates for Fe9+ and Si7+ as one would expect



Chapter 3. A Critical Revision of Heavy Ion Speeds Derived from CTOF Matrix Rate Data 62

FIGURE 3.2: Translation from the matrix count rate spectrum (upper left panel) to the
reduced 1D VDF (lower right panel) for MR-box 235 in the same way as in Figure 3.1
but for cycle 120 on DOY 214 1996 which is measured in the fast solar wind. We find
for the given cycle a mean ion speed of 〈vO6+〉 = 561 km/s while the simultaneously

measured mean proton speed is 〈vp〉 = 525 km/s.

from a rough estimation of the relative coronal abundances as done in subsection 4.2

(calculate concrete expectation for Fe9+, maybe as example in subsection 5.4). Also for

this MR-box we find that the measured VDF is shifted to lower matrix rates compared

to the nominal central matrix rate 10, so that no count rates are measured at MR10.

We further observe a similar subpopulation of counts at lower Epq-steps as in the Si7+

case. However, for Fe9+ this apparent subpopulation is much clearer separated from

the core of the distribution, which means that these particles are measured at much

lower speeds than the majority of Fe9+ counts. This raises the question whether these

counts could be actually Fe9+ counts as they are statistically in contrast with approx-

imately Maxwellian speed distributions. We also note that due to the relatively large

speed difference of these low-speed counts to the VDF core, these counts are subject
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FIGURE 3.3: Translation from the matrix count rate spectrum (upper left panel) to the
reduced 1D VDF (lower right panel) for the same fast wind cycle 120 on DOY 214
1996 as in Figure 3.2 but for MR-box 201. The selected MR-box is the same that was
selected by [Hefti1998] for the determination of the mean Si7+ speed. The calculated
mean speed for Si7+ in the given cycle is 〈vSi7+〉 = 543 km/s which has to be compared

to the same proton speed 〈vp〉 = 525 km/s as in Figure 3.2.

to a substantial phase space correction up to a factor of 3 as can be seen in the lower

right panel of Figure 3.4 Ȧs an overall result we would obtain a very low ion mean

speed of 〈vFe9+〉 = 468 km/s if we just calculated the mean speed routinely as the first

moment of the whole count sample, which is obviously not a good statistical measure

for the observed distribution. On the other hand, as such apparent low-speed subpop-

ulations are seen in most measured Fe9+ (and many Si7+) VDFs one cannot offhand

exclude these particles without clearly identifying an instrumental effect that explains

their occurrence in the respective ion MR-boxes.

Lars Berger
Es ist doch klar woher diese counts kommen?! Kommt dazu später etwas (dann verweis an dieser stelle darauf)
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FIGURE 3.4: Translation from the matrix count rate spectrum (upper left panel) to the
reduced 1D VDF (lower right panel) for the same fast wind cycle 120 on DOY 214 1996

as in Figure 3.2 and 3.3 but for MR-box 92.

3.2 Statistical Analysis of Heavy Ion Mean Speeds

-We want to make a statistical study with the differential speeds calculated as described

above from 5-minute cycle, derived from the CTOF PHA data over the period DOY

174-220 in 1996. In Figure 3.5 we show 2-dimensional histograms of the ion-proton

differential speeds ∆vip of O6+ (upper panels), Si7+ (middle panels), and Fe9+ (lower

panels) versus the simultaneously measured proton mean speed for the full time period

DOY 174-220 in 1996. The left three panels show the absolute measured number of oc-

currences for a combination (vp, ∆vip) within a given (proton speed, differential speed)-

bin, while in the right panels the number of occurrence is normalized to the maximum

at each proton speed bin. On the first glance the obtained statistical differential speed

pattern depending on the proton speed is quite different for the three ion species. The
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calculated mean differential speeds at each proton speed bin are given by the black

dots, that are connected by the solid black line to guide the eye. In the very slow wind

below proton speeds of 380 km/s we find that O6+ streams at the same speed as the

protons. Between 480 and 540 km/s we find a plateau of the highest observed differ-

ential speeds with values of around 35 km/s. At the highest two proton speed bins

the differential speed drops to values of about 25 km/s. Considering the underlying

occurrence statistics, we see that the center of mass of the distribution lies between 320

and 400 km/s, so that we measure most of the time in the slow wind and only occa-

sionally in the fast wind above vp ≈ 500 km/s. As discussed in section 1.1, this is the

natural outcome of the SOHO measurement site in the ecliptic around solar minimum

in 1996, where no speeds comparable to the polar wind speeds of about 800 km/s can

be detected. However, the total measurement statistics of more than 12000 cycles are

sufficiently high to ensure the significance of the observed trend also in the fast wind

where we have several 100 VDFs measured. This is also confirmed by the (1σ-) stan-

dard errors of the calculated mean differential speeds that are given by the black error

bars for each calculated mean differential speed 〈∆vip〉. For every proton speed bin this

standard error is calculated as

∆(〈∆vip〉) =

√√√√ 1
(N − 1)N

·
K

∑
k=1

(
〈∆vip〉 − nk · ∆vip,k

)2 (3.4)

where K is the number of (vp, ∆vip)-bins in each proton speed bin that contain at least

nk ≥ 10 occurrences and N = ∑K
k nk. The condition nk ≥ 10 is applied in order to

exclude outliers of differential speed measurements that can be caused by an ion mean

speed calculation from a VDF that contains an extremely low number of counts which

is sometimes the case. For Si7+ we find that in the slow wind below 400 km/s we

observe small negative differential speeds between −5 and −10 km/s. Also at inter-

mediate proton speeds between 400 km/s and 480 km/s the differential speed obtains

mainly small negative values between −5 and −10 km/s. In the fast wind above 480

km/s we find a plateau similar to the one observed for O6+ but at lower maximum dif-

ferential speeds of about 15 km/s before also a similar decrease to differential speeds

values of around 0 km/s at the highest proton speeds above 540 km/s. For Fe9+ we

only find negative differential speeds between -10 and -35 km/s, so that this species

seem to lack significantly behind the protons: In the slow wind below 400 km/s the

differential speeds are about -20 km/s, while at intermediate speeds between 400 and

480 km/s this differential speed decreases even further to the observed minimum val-

ues of -35 km/s. In the fast wind at proton speeds between 480 km/s and 540 km/s we

find on average a small increase of differential speeds compared to the intermediate

speed range so that we observe values of ∆vip ≈ −20 km/s.

Lars Berger
hundrets
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FIGURE 3.5: Two-dimensional histograms of the observed differential speeds between
O6+, Si7+, Fe9+ and the solar wind protons, respectively, derived from the CTOF ma-
trix rate data for the measurement period DOY 174-220 in 1996. The left three pan-
els show the absolute measured number of occurrences for a combination (vp, ∆vip)
within a given (proton speed, differential speed)-bin. The black line represents the
mean differential speed 〈∆vip〉 at a given proton speed bin, the error bars mark the 1σ
standard error of 〈∆vip〉. The magenta lines show the linear best fit obtained by ? ],
for the time period DOY 80-230 in 1996. The three right panels show the number of
occurrence for a for a combination (vp, ∆vip) normalized to the maximum within each
proton speed, so that the maximum and spread of the differential speed distribution

is better visible for all solar wind proton speeds.
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Finally, we compare our findings with the results by S. Hefti ?? that were obtained from

the CTOF matrix rate data over the time period DOY 80-230 1996, that we shortly dis-

cussed in section 1.5 in the context of Figure ??. Their resulting linear relations for the

differential speed of O6+, Si7+ and OFe9+ with respect to the proton speed are plotted

as magenta line into the panels of Figure 3.5 and although the time period of the earlier

study is about a factor of 3 larger, we aim to compare the findings. We can see that for

the case of O6+ we find a good agreement between the observed trend in particular for

the slow and intermediate speed range where, where both studies studies find a sim-

ilar gradient for increase of differential speed with increasing proton speed and only

a small absolute speed difference of about 5 km/s, which could be easily explained by

the additional data in the earlier study but also by the different calculation method for

the mean speed as ?? applied a fit to the short term VDFs to derive the mean speed. At

high proton speeds above 480 km/s our differential speeds for O6+ deviate already by a

somewhat larger amount of 10-15 km/s which corresponds which however could also

be possible as the solar wind streams in our smaller data set could be over-represented

in wave activity since the difference between the two observations is on the typical

order of 0.1 vA at 1 AU. In principal

-Finish comparison with hefti by also mentioning how in particular Fe9 it would look,

when we have no sub population (in particular for iron). - give possible explanation for

negative speeds at the highest speeds: magnetic field direction for the last fast stream

in (almost) perpendiclar configuration?

3.3 Discussion

To summarize, the differential speed analysis of the MR data reveals significant dif-

ferences in the magnitude of differential speeds among the three ion species which

includes for Si7+ and Fe9+ even a change of the sign in ∆vip. On the other hand, the

three ions species show a similar increase pattern of the differential speed with in-

creasing proton speed: In particular for O6+ and Si7+ we find two transitions between

differential speed regimes around the same proton speeds of 420 and 480 km/s. These

transition are also visible, but less pronounced in the Fe9+ data. The comparison with

the [? ] results give a qualitative agreement for the O6+ data, but show also clear

quantitative deviations in the fast wind in a way that we find higher differential speeds

for O6+ and positive differential speeds for Si7+ while for Fe9+ negative differential

speeds are observed (with a magnitude that depends on the calculation method) which

is in qualitative agreement with ??Hefti].

These observations leave us with an inconclusive picture of the CTOF matrix rate data:

Lars Berger
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On one hand the similar increase pattern for all three ions suggests that the observed

differential streaming is not an isolated feature for O6+ as suggested by ? ], but that

the speed of all observed heavy ions is regulated by the same processe(s). On the other

hand, while it seems possible that differences in differential speed magnitude can be

produced by the same candidate process, the change in sign of the differential speeds

is very hard to explain in a consistent manner. To solve this contradicting situation, in

the following we conduct a revised data analysis of the CTOF heavy ion data including

an instrument calibration which is based on Pulse Height Analysis (PHA) data. This

data product does not only have higher resolution in mass, mass-per-charge and ion

speed but is also independent from the CTOF preflight-calibration on which the MR

data analysis is based.



Chapter 4

Characterization of the CTOF

Sensor Response

In order to derive velocity distribution functions from the (base-rate corrected) CTOF

PHA data we need to determine for all relevant ion species 1 ≤ i ≤ Nion at all Epq-steps

0 ≤ j ≤ 116 the measured count rates Nij from the measured accumulated count rates

C, (τ, ε) in the ET data.

To achieve this goal, we develop in this chapter a model of the CTOF instrumental re-

sponse which predicts the individual peak positions and shapes in ET space for each

ion species for elements 2 ≤ Z . 59 at any given energy-per-charge step. On the basis

of this sensor response model the measured particle counts C, (τ, ε) at any time reso-

lution down to the nominal cadence of 5 minutes can be probabilistically assigned to

certain ion species, depending on the particles’ signal in energy-per-charge, time-of-

flight and residual energy.

In the end we also discuss the treatment of the so-called instrumental background,

which are contributions to the measured count rate data that originate either from irreg-

ular ion measurements such as random-coincidences or energy pile-ups or are signals

from other particle populations than solar wind (or pick-up) ions.

4.1 Probabilistic Ion Count Assignment

The simplest way of identifying measured PHA counts as certain ion species is to form

two dimensional boxes in ET space that contain a fixed range of TOF and ESSD chan-

nels for each Epq-step and all counts measured in these channels are assigned to the

same ion species. It is possible to follow such an approach, but the only improvement

to the box scheme in chapter 2 would be that one defines the boxes on the basis of
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in-flight long-term data. However, these ET-boxes (or m-m/q-boxes) are a massive

over-simplification of the actual problem because in the PHA data we can see the sub-

stantial overlap between the ion peaks in the ET matrices. Thus, the majority of counts

cannot be assigned deterministically to a certain species but instead, we have to assign

them in a probabilistic manner:

For every Epq-step the total count rate at each channel (bin) in ET space can be modeled

as the sum of the count rate for all detectable ion species 1 ≤ i ≤ Nion:

C̃(τ, ε) =
Nion

∑
i=1

C̃i(τ, ε) (4.1)

with the (unknown) step-dependent individual species count rate contributions C̃i(τ, ε)

for each ET-bin. For a sufficiently large number of measured counts the contributions

C̃i can be regarded as quasi-continuous distributions in ET space and the shape of these

distributions i.e. the relative count rate at each channel compared to all other channel

count rates does not change anymore with even increasing measured count rates, as-

suming that the detector itself does not change over time. One can then separate the

distributions into a constant normalized part Ri(τ, ε) that describes the shape of the

species distribution and a variable scaling parameter Ni:

C̃i(τ, ε) = Ri(τ, ε) · Ni =: C̃(Ni, τ, ε) . (4.2)

with the normalization of Ri:

∀ i : ∑
τ

∑
ε

Ri(τ, ε) = ∑
τ,ε

Ri(τ, ε) = 1 . (4.3)

The function Ri can be considered as a probability density function that we call the sen-

sor response for the respective ion species at the given Epq-step. The complimentary

scaling parameter Ni is then the (total) count rate for the given ion species at this Epq-

step, which is the quantity that we are ultimately interested in.

As the species responses are independent of the count rate it is clear, that once they

are known from the instrument calibration measurements with high counting statis-

tics, they are constant at any given measurement time as long as no physical changes

of the instrument occur. Instead, for any finite ion count rate Ni the distribution of the

actually measured count rates Ci(T, E) in the ET-matrix can be considered as sampled

from the model distribution C̃(Ni, τ, ε) and the deviations that occur are purely due

to the statistical nature of the ion interaction in the carbon foil and the SSD. Thus, as

each detected ion event is statistically independent from all others, the probability that

a certain ion species is measured with the count rate Ci at a certain ET-bin is given by a
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Poisson distribution with the expectation value λi = C̃(Ni, τ, ε):

Pτ,ε(λi, Ci) =
λCi

i
Ci!

e−λi , Ci ∈N, λi ∈ R>0. (4.4)

Consequently, the probability that the overall measured count rate in a certain ET-bin

obtains a value C is given as

Pτ,ε(λ, C) =
λC

C!
e−λ , C ∈N, λ ∈ R>0. (4.5)

with the expectation value

λ =
Nion

∑
i=1

C̃i(τ, ε) =: C̃(N, τ, ε) , (4.6)

where N denotes the vector containing all total ion count rates 1 ≤ Ni ≤ Nions. The

vector-form is motivated by the fact that the count rate model is linear in the ion count

rates and therefore can be expressed in a more compact way as

C̃(N, τ, ε) = N · R(τ, ε) (4.7)

where the response model of all ion species is expressed as the vector

R(τ, ε) = (R1(τ, ε), ..., Ri(τ, ε), ..., RNions(τ, ε))T.

In the given situation, where the probability to measure certain count rates C(τ, ε) de-

pends on the underlying ion count rate vector N we can apply a maximum-likelihood

estimation [Numerical Recipes] and derive the most probable values of N as the ones

which maximize simultaneously the probability of obtaining the actually measured

count rates C(τ, ε) at the given ET-bins. By multiplying the probabilities of the mea-

sured count rates C(τ, ε) of all ET-bins we find the total probability of the measured

count rate sample which has to be maximized as

P = ∏
τ,ε

Pτ,ε(C̃(N), C) = ∏
τ,ε

(
C̃(N)C

C!
e−C̃(N)

)
(4.8)



Chapter 5. Characterization of the CTOF Sensor Response 72

Instead of maximizing Eq. it is mathematically equivalent and numerically favorable

to minimize the negative logarithm of the probability product:

− ln(P) = − ln

[
∏
τ,ε

(
C̃(N)C

C!
e−C̃(N)

)]

= ∑
τ,ε

[
− ln

(
C̃(N)C

C!

)
+ C̃(N)

]
= ∑

τ,ε

[
−C ln(C̃(N)) + ln(C!) + C̃(N)

]
(4.9)

Since the term ln(C!) is independent of the model C̃ we can neglect it in the minimiza-

tion so that we find the following merit function:

M(C, C̃(N)) = ∑
τ,ε

[
C̃(N)− C ln(C̃(N))

]
(4.10)

which can be numerically minimized. As the count rate model C̃(N, τ, ε) is essen-

tially a parametrization of the response model with the free parameter vector N, we

call this numerical minimization a fit of the response model R(τ, ε) to the measured

data C(τ, ε). As fit- or minimization-algorithm we utilize the Levenberg-Marquardt

algorithm [ref] and the BFGS algorithm [ref] as they are implemented in the ’optimize’

module as part of the numarical python (’numpy’) library [webref,version]. Further

details about the concrete usage of these algorithms are given in the context of concrete

fit results in the following sections and chapters.

Finally, we note that for the case of sufficiently high counting statistics within each

relevant ET bin the measured count rates follow approximately a normal distribution

Pτ,ε(µ, σ, C) =
1√
2πσ

· exp
(
− (C− µ)2

2σ2

)
C ∈N, λ ∈ R>0. (4.11)

with the same expectation value as the Poisson distributon µ := λ = C̃(N) and stan-

dard deviation σ :=
√

λ =
√

C̃(N). In analogy to Eq. 4.8 - 4.9 we can then derive a

merit function for the normally distributed count rate approximation by calculating the

total sample probability:

− ln(P) = − ln

[
∏
τ,ε

(
1√
2πσ

· exp
(
− (C− µ)2

2σ2

))]

= ∑
τ,ε

[
− ln

(
1√
2πσ

)
+

(C− µ)2

2σ2

]
(4.12)

Lars Berger
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Yet, if we used directly this expression as the merit function M, the σ-values would

depend on N and thus would vary during the minimization. This turns out to be prob-

lematic for the numerical convergence of the fit as large deviations between modeled

count rate C̃ and measured count rate C are scaled down for large model values C̃. To

avoid this problem, we calculate the σ-values from the measured count rates in each

ET-bin instead, so that they are constant during the minimization1. So when we ap-

proximate σ =
√

C and then omit in Eq. 4.12 all terms and factors that are independent

of N we obtain as merit function

M(C, C̃(N)) = ∑
τ,ε

[
(C− C̃(N))2

C

]
= ∑

τ,ε

[
(C− µ(N, R))2

σ2

]
= χ2(N, R) (4.13)

the regular χ2-distribution that is used in the standard ’weighted least-square fitting’

procedure with the weights w = 1/σ2 and normally distributed statistical errors σ

around the model value µ. The advantage of Eq. 4.13 over Eq. 4.10 is that Eq. 4.13 di-

rectly provides a standard goodness estimation of the fit which we can use to compare

the goodness of different proposed response models R (see sections 4.4 and 4.5).

4.2 Systematic Ion Selection for the CTOF Response Model

To derive the response model for the CTOF sensor we first need to select a physically

meaningful set of ion species that we expect to be detectable in the CTOF data. In

principal, the design of the CTOF entrance system as well as the TOF and ESSD mea-

surement range allow a large number of different ion species to be measured with a

valid signal in the CTOF TCR data at reasonable solar wind and suprathermal speeds.

However, as every measurement has limited counting statistics it is not meaningful to

include all these ion species in the response model as we have reliable upper estimates

from other experiments and theoretical considerations that many of these species have

very low abundances so that they cannot be resolved in the data. To allow for a system-

atic selection of physically meaningful solar wind ion species we use a comprehensive

overview of elemental abundances in the solar corona [Aschwanden. page 31 and ref-

erences within Table 1.2], as this is the source region of the solar wind, in combination

with model calculations of ion charge state abundances [Arnaud and Rothenflug 1985,

Table IV] in dependence of the coronal electron temperature.

1This way of defining the weights w = 1/σ2 = 1/C in the minimization function is known as Ney-
mann’s (weighted) χ2 [Baker and Cousins 1984] which is justified by the fact that as the fit convergences,
both σ-values become similar σC̃ → σC. Furthermore, as our model is linear in the count rates N, Ney-
mann’s χ2 approach is (in the convergence limit) even algebraically equivalent to the ordinary (Pearson’s)
χ2 approach[Read and Cressie (1988)] in Eq. 4.12 ???. Source: Goodness-of-Fit Statistics for Discrete Mul-
tivariate Data, Timothy R. C. Read, Noel A. C. Cressie, 1988, Springer New York, page 31, check properly!
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Considering first the elemental abundances we include all elements that have a rela-

tive coronal abundance larger than 10−6 times the coronal hydrogen abundance which

yields the elements helium, carbon, nitrogen, oxygen, neon, sodium, magnesium, alu-

minum, silicon, sulfur, argon, calcium, iron and nickel. Among the elements with low

and intermediate masses (m ≤ 20 amu) the most abundant elements are helium, car-

bon, oxygen and neon which compared to hydrogen have relative coronal abundances

of 8.5%, 0.032%, 0.063% and 0.012%, respectively. Among those with high mass num-

bers (m ≥ 28 amu), which can be well-separated in the CTOF measurements from

the former elements, the most abundant elements are silicon and iron both with rela-

tive coronal abundances of 0.0040% compared to hydrogen. As nitrogen, magnesium

and sulfur show relative coronal abundances of 0.0079%, 0.0040% and 0.0016% with

respect to hydrogen, their abundances are lower, but still comparable in order of mag-

nitude with respect to some of their neighbor elements. We thus include them in the

response model not only because they potentially influence the speed spectra of their

adjacent more abundant ion species but also their own most abundant charge states

can be resolved at least in the CTOF long-term data matrices for the slow wind case.

In contrast the elements sodium, aluminum, argon, calcium and nickel have relative

coronal abundances between 0.0002% and 0.00025% with respect to hydrogen which

makes them even one order of magnitude less abundant than magnesium and sulfur.

Yet, as the charge state distribution is quite different for each element and can even

vary considerably with the solar wind type we include these elements as well, as they

could still influence the count rates of certain other ion species. This is in particular

true, as we have to take into account that in the ET-matrices we compare adjacent ion

species at slightly different speeds which virtually enhances the measured count rate

of the ion species that is just sampled at the maximum of its speed distribution at a

given Epq-step. The next abundant elements are phosphorous, chlorine, and cobalt

which have relative coronal abundances below 0.0001% with respect to hydrogen, and

are more than one order of magnitude less abundant than their adjacent elements, so

that we do not include these elements in the response model.

We assess now the relative charge state abundances utilizing the zero-density(?) model

calculations by [Arnaud and Rothenflug] and the coronal freeze-in (electron) temper-

atures that were derived by [Aellig, JGR,1998] for the CTOF iron charge states Fe8+

- Fe12+ for the time interval DOY185-220 1996, that covers a large part of the analy-

sis period in this work. The study yields freeze-in temperatures in the range between

TCe = 105.9 K and TCe = 106.2 K which is in very good agreement with many other

studies on the coronal electron temperature both based on remote-sensing and in-situ

measurements [e.g. Gabriel 1976, Geiss1995, Landi2014]. At these typical coronal elec-

tron temperatures a large fraction (≥ 80%) of the solar wind helium, oxygen and neon
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particles is expected to occur as He2+, O6+, and Ne8+ as these charge states are strongly

favored due to the complete vacancy of their respective outermost atomic electron shell.

For carbon the situation is more complicated because the relative carbon charge state

abundances, that result from the typical coronal temperature range, are highly sensi-

tive to small deviations in TCe due to the comparable ionization potentials of C4+, C5+

and C6+. The same applies for silicon and iron for which a wide range of charge states

is expected to occur that is centered around the species Si8+ - Si9+ and Fe9+ - Fe11+ for

an average value of TCe = 106.1 K. In general, the expected abundances of the most

abundant solar wind ions are in good agreement with the observed solar wind charge

states over longer time periods [i.e. von Steiger2000, Landi2012, Landi2014].

For the CTOF response model we include for each of the selected elements all charge

states with expected relative abundances larger than 10−3 at least for one of the listed

electron temperature values TCe ∈ {105.9 K, 106.0 K, 106.1 K, 106.2 K} in [Arnaud and

Rothenflug]. Hence, even in the case of underestimated ion count rates due to inaccu-

racies in the charge state abundance modeling by a factor of 10 we include all relevant

charge states down to a few percent relative count rate contribution. In this manner,

the largest ion set that is currently included in the CTOF response model, i.e. for which

we calculated individual ion response functions Ri contains 91 ion species of the 14

aforementioned elements helium - nickel.

Yet, in many case in which we deal with subsamples of the CTOF data, the response

model ion set has to be systematically reduced due to low counting statistics. This is

done in order to allow a numerically stable fit of the most relevant ion species over all

relevant Epq-steps. In fact, the largest ion set which we apply in the heavy ion velocity

distribution analysis consists of 71 ion species belonging to 11 elements: helium, car-

bon, nitrogen, oxygen, neon, magnesium, silicon, sulfur, calcium, iron, and nickel. In

section 4.6.1 we explain the systematic reduction of the response model ion set for low

counting statistics in detail.

4.3 Derivation of the CTOF Response Model

So far we described in section 4.1 how we can derive the ion count rates N from

the measured count rates in the ET-matrix C(τ, ε) based on an instrumental response

model R(τ, ε) for a given set of ion species that we obtained in section 4.2. Once we

know, which ion species to include in the response model, one could in principle deter-

mine the individual responses Rij(τ, ε) at each Epq-step 0 ≤ j ≤ 116 for each of these

species separately in a preflight calibration by exposing the CTOF sensor to the respec-

tive ion beam and adjusting the particle energy. However, in the available ion sources at

the time of the CTOF preflight-calibration there were only a limited number of elements

Lars Berger
cases
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available that are relatively easy to vaporize in pure form (mainly light ions and noble

gases). Furthermore, these limited pre-flight calibration runs, were not even conducted

for the assembled instrument but only for each of the three measurement sections (E/q,

TOF, ESSD) separately [Hovestadt1995,Hefti1997, Aellig1998, Oetliker1993]. As much

as this information is helpful for plausibility checks, on the whole it is not enough to

derive a systematic response model from it. Instead, it could be shown for similar time-

of-flight mass spectrometers such as Ulysses/SWICS and ACE/SWICS, that given the

in-flight measured PHA data acumulated over longer time periods one can derive a

sophisticated response model of these sensors [vonSteiger?, Berger, Koeten, Wimmer-

Schweingruber? to name a few] that is even superior to preflight-data based models

in the aspect that some instrument components are subject to small changes during the

launch and cruise phase (i.e. due to outgasing in space and mechanical stress from

launch vibrations and temperature changes).

In the following we describe the derivation of the response model on the basis of such

an in-flight calibration. As mentioned before, we can assume that the response model

R(τ, ε) is independent of the measured plasma samples for all times and so we can

use at each given Epq-step j the total accumuluated count rate Cj(τ, ε) to determine

Rj(τ, ε). But still, in the in-flight calibration C(τ, ε) is in general the sum of the count

rate of several ion species within each ET-bin and thus the individual ion responses

have to be obtained from a similar minimization as described in section 4.1. As the

measurement principle is universal for all ion species, we can assume that all species

responses can be represented by a general peak model R so that the individual ion peak

at each Epq-step is a parametrization of this universal model:

Rij(τ, ε) := R(Pij, τ, ε) (4.14)

with the individual parameter vector Pij that fully describes the observed ion peak.

Mathematically, the minimization function can still be exactly expressed as in Eq. 4.10

and as we deal with high counting statisics we approximate this function as in 4.13:

M(C, C̃(Nij, {Pij})) = ∑
τ,ε

[
(C− C̃(Nij, Pij))

2

C

]
(4.15)

Compared to Eq 4.13 we now have in addition to the (physically meaningless) accumu-

lated long-term count rates Nij an additional number of free parameters in the fit given

by the set of parameter vectors {Pij} fo all ion species at all Epq-steps. This set has

the dimension Nsteps × Nions × Nparams where Nparams = dim(Pi) depends on how many

parameters we need to parametrize each of the ion response functions Ri at a given

Epq-step. When we just assume a 2-dimensional Gaussian as the simplest realization
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of the general peak model:

R(Pi,j, τ, ε) = Rτ(Pij
τ , τ) · Rε(Pij

ε , ε)

= G(τ
ij
0 , σ

ij
τ , τ) · G(ε

ij
0 , σ

ij
ε , ε)

=
1

√
2πσ

ij
τ

· exp

−1
2
·
(
(τ − τ

ij
0 )

σ
ij
τ

)2
 · 1
√

2πσ
ij
ε

· exp

−1
2
·
(
(ε− ε

ij
0 )

σ
ij
ε

)2


=: G2D(PG,ij, τ, ε) (4.16)

the individual parameter vector for each species is given as Pi,j = (τ
ij
0 , ε

ij
0 , σ

ij
τ , σ

ij
ε )

T and

thus contains four parameters per Epq-step. Thus, we would have to deal with about

450(!) free parameters at a given E/q step if we tried to fit the responses of all ion

species simultaneously. As theoretically required, this number is still lower than the

number of information-containing data points which is given by about 103-104 filled

ET-bins for the approximately 50 most relevant-Epq-steps for the solar wind energy

range. Yet, due to the large overlap of the ion peaks in the ET-matrices it is in practice

impossible to obtain a stable and physically meaningful fit with such a large set of free

parameters.

Yet, the parameters Pi,j are not random, but follow measurement systematic, depending

on the ion species properties mass m, charge q and atomic number Z as well as their

speed vpacc with which they enter the TOF section and which can be calculated from

Eq. 2.9 for every Epq-step. Therefore, the Pi,j are related to each other both between the

ion species and among all Epq-steps, so that we can massively reduce the number of

free parameters in the response model fit if we can describe their relations in a proper

physical way based on the known instrument characteristics described in chapter 2. In

order to understand and finally predict the behavior of the parameters Pi,j we build-

up the full CTOF response model subsequently/consecutively? as it is described in

the following sections of this chapter: First, we determine the ion positions in the ET-

matrices for all ion peaks at each Epq-step (section 4.4). Second, we determine the peak

shapes of all ion species with their already fixed positions (section 4.5). Third, we assess

the overall goodness and consistency of the response model by checking its sensitivity

to small deviations in peak position and shape (section ??).

4.4 Characterization of Ion Peak Positions

As the starting point of the CTOF in-flight calibration we show in Figure 4.1 as an ex-

ample the long-term data ET matrix for Epq-step 55. By combining our knowledge of

the CTOF measurement principle from section 2.2.1 with our expectation of elemental

Lars Berger
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FIGURE 4.1: CTOF ET-matrix at Epq-step 55 for the base-rate corrected long-term PHA
data with the accumulated count rate for DOY 174-220 1996. We can clearly identify
the peaks of several more abundant ion species such as He2+, C4+, C5+, O6+, Si7+,

Si8+, Fe8+ - Fe11+, of which are used in the inflight-calibration of the CTOF sensor.

and charge state abundances from section 4.2 we can identify several ion species of the

most abundant solar wind elements such as He2+, C5+, Si7+ - Si9+, Fe8+ - Fe11+ which

have clear peak signals at this Epq-step. We can also identify the He+ peak which is

the only dominant pick-up ion peak in the triple coincidence data. On a large scale the

identified ions seem to be well-ordered with increasing mass-per-charge from low to

high TOF channels, following the simplified relation τ ∝
√

m/q, that we derived in

Eq. 2.6. Yet, we already see from the comparison of He+ and Si7+ that the peaks of ion

species with the same m/q-value but larger difference in mass are not centered at the

same TOF channel. Similarly, when we compare C4+ and Si9+ we find that the ESSD

signal is not proportional to the incident energy at the SSD. Instead the central Si9+

ESSD channel is only about 1.6 times higher than the respective ESSD channel of C4+,

while one would expect an energy ratio of mSi/mC = 2.3 as both peaks are located at

about the same TOF channel. Both observations show the non-negligible presence of

the ions’ speed- and element-specific energy loss in the carbon foil (α1) and their pulse

height defect in the SSD (α2), which we discussed theoretically in Eq. 2.8 and 2.9

For a limited range of Epq-steps we can directly determine the position of several pre-

dominant ion species by applying 2-dimensional Gaussians as given by Eq. 4.16 as

fit-function to these ion peaks. However, due to the unknown dependence of α1 and α2

on v and Z it is difficult to extrapolate all ion species positions from the few identified

Lars Berger
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species at a relatively small number of E/q steps in a consistent way to a much wider

set of ion species over the whole Epq-step range. Therefore, we simulated the passage

of the ions through the foil and their stopping in the SSD with the TRIM (Transport of

Ions in Matter) Monte-Carlo simulation code [Ziegler, Ziegler, Biersack, (1985), (2008)]

to obtain a consistent set of ion peak position predictions of the most relevant species

for all E/q steps.

Using the TRIM simulation tool a first CTOF ET-matrix position calibration was con-

ducted already by [Janitzek, 2014] for a small set of solar wind ions, following a similar

approach by [Taut2014] that was developed for the CTOF double coincidence data in

the pick-up ion energy range. In the initial attempt we used seven so-called reference

ion species He2+, O6+, Si7+, Si8+, Fe8+, Fe9+, and Fe10+ to derive a limited response

model that allowed first estimates for the differential speeds of O6+, Si7+ and Fe8+ -

Fe10+ which could be then compared to the derived values by [Hefti1998]. The fol-

lowing position calibration builds-up on the former calibration by generalizing the ap-

proach to the more comprehensive ion set described in the previous section 4.2 and

taking into account the devations in the ET-matrices due to the base-rate correction of

the PHA data, that was not considered in the former calibration. For completeness,

we first briefly summarize in the next subsection ?? the conducted simulations to de-

rive the ET-positions for the solar wind reference ions, before in subsection 4.4.2 we

apply a correction to the obtained positions that follows from the base rate correction

and then describe the generalization to the full response model. For further details

concerning the conducted TRIM simulations we refer the reader to the original work

[Janitzek2014].

4.4.1 Simulated Ion Peak Positions

For the TRIM simulation we took as incident particles the seven aforementioned ref-

erence ions He2+ - Fe10+ at incident energies that correspond to the nominal kinetic

energies of the ions at Epq-steps 27 ≤ j ≤ 73 after the post-acceleration

Eacc(qi, j) =

[(
E
q

)
j
+ Uacc

]
· qi (4.17)

where we used Uacc = 23.85 kV as the post-acceleration voltage [Taut 2014]. As the de-

tector geometry is limited in the TRIM simulation package, the carbon foil was repre-

sented by a 24 nm thick carbon layer [Taut2014] while the SSD consisted of a 75 nm thick

SiO2 dead-layer [Oetliker1993, Janitzek2014] stacked on a several micrometer thick sen-

sitive silicon layer in which the ions fully stop. In the latter, only the energy deposit that

is transferred to the target electrons and thus can excite them to the conduction band is
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taken into account as electronic energy loss that can be measured by the SSD.

It turns out, that when we consider the simulated relative energy loss in the carbon

foil ατ in dependence of the incident energy Eacc, that it can be approximated for all

elements2 with the empirical relation

α
ij
1 = ατ(Eacc(qi, j)) =

Ai

Bi · Eacc(qi, j)
+ Ci (4.18)

where Ai, Bi and Ci are element-specific constants that we obtain from a fit to the sim-

ulated values αij and which are given in Table B.3 in appendix B. The simulated TOF

values are then given by

τij[ns] =

√
mi · L2

τ

2 · αij
τ · Eacc(qi, j)

(4.19)

where Lτ = 70.5 mm is the length of the TOF section as described in section 2.2.1. From

the comparison of the simulated TOF values τ[ns] with the observed ET-matrix TOF

positions τ[ch] of the reference ion species we could confirm with a good accuracy of

∆τ = ±1 ch the linear conversion from instrumental channel to the physical time-of-

flight that was found by Taut[2014] for the pick-up ion energy range as:

τ[ns] = Aτ · τ[ch] + Bτ (4.20)

with universal conversion constants Aτ = 0.200723 ns/ch and Bτ = −1.46909 ns that

are valid for all reference ion species over all their simulated Epq-steps, respectively.

When we now assume that the instrumental dependencies in Eq. 4.18 and Eq. 4.20

hold for all ion species i and all Epq-steps 0 ≤ j ≤ 116, we can predict the ion positions

in all 117 ET-matrices with the general expression:

τi,j[ch] = a−1
τ ·


√√√√ mi · L2

2 · αi,j ·
[
(E/q)j + Uacc

]
· qi

− bτ

 (4.21)

where mi and qi are the ion species’ mass and charge.

For the full ion set we simulated the relative relative energy loss for the remaining

more abundant elements carbon, nitrogen, neon, magnesium and sulfur so that their

constants Ai, Bi, and Ci can also be found in Table B.3. For carbon, neon and magnesium

we also compared the observed position of their most abundant charge states C4+ - C6+

and Ne8+, Mg10+ at several Epq-steps in ET with the simulated ion positions and found

2Note that the charge state of the ion species is only relevant for calculating the incident energy of the
particles but does not influence the energy loss in the carbon foil as the ions lose their initial charge state
information already within the first layers of the foil [SRIM/TRIM 2008].

Lars Berger
streichen
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Der Satz ist irgendwie unklar
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FIGURE 4.2: Simulated remaining energy fraction ατ for the most abundant solar wind
elements helim - iron as a function of their kinetic energy after the post-acceleration
Eacc. The lower (higher) energy range limit correspond to Epq-step 116 (0) of the lowest
(highest) clearly observed charge state in the CTOF data within this work which e.g.
for iron is Fe7+ (Fe13+). As an example, we also overlaid the energy range for the
most abundant calcium species Ca9+ - Ca11+ for Epq-steps 0-116, as calcium is one of
the low-abundance elements for which we approximated ατ with the iron value ατ,Fe.
Note that, the energy ranges are already quite a conservative estimation as the Epq-
steps in which the bulk of the solar wind species is measured lies between Epq-step
15 and 90 depending on the m/q-value of the ion species and the solar wind speeds

(compare also the long-term ET-matrices in appendix C).

only small deviations of |∆τ| ≤ 2 ch. Finally, for the remaining least abundant elements

sodium, aluminum, argon, calcium, and nickel we just interpolate their TOF positions.

From Figure 4.3 we find that there is no clear systematic in the relative energy loss

in the carbon foil ατ with the element atomic number and the maximum difference

between the minor elements (Z > 2) at equal energies is about ∆ατ =2%. Therefore,

we approximate the value ατ for the remaining elements with the energy loss that we

obtained from the simulation of iron which is over the whole range of incident energies

close to the mean relative loss of all calibrated elements. Consequently we calculate the

TOF position of sodium - nickel for all Epq-steps with Eq. 4.21.

Similar to the derivation of the TOF positions we obtained from the comparison of the

simulated electronic energy deposit ε[eV] in the SSD and the measured residual energy

positions ε[ch] the pulse height fractions αε of the reference ion species, together with

the linear conversion from ESSD channel to the physical electronic energy loss in the

Lars Berger
Mit overlaid meinst du die gestrichelten linien markieren die energy range?!

Lars Berger
streichen + Dieser Absatz endet mit fast genau dem gleichen Satz wie der nächste
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SSD[Janitzek2014]:

ε[keV] = Aε · ε[ch] (4.22)

with the universal conversion constant Aε = 0.5098 keV/ch. By including the addi-

tional species C5+ in the comparison we found that for all elements heavier than helium

the obtained PHF is speed/energy-independent and thus scales only with the atomic

number Z, which is in agreement with the SSD pre-flight calibration by [HeftiPHD].

We then interpolated the PHF values of neon and magnesium linearly in Z and found

good agreement (|∆ε| ≤ 2 ch) with the observed positions for Ne8+ and Mg10+, so that

we interpolated the pulse height fractions of the remaining elements (with 2 < Z < 26)

nitrogen, oxygen, sodium, aluminum, sulfur, argon, and calcium in the same way. For

nickel (Z = 28) we ran an additional simulation that confirmed the extrapolated value

of its pulse height fraction which leads to slightly lower predicted ESSD peak positions

than iron. All obtained pulse height fractions αε(Zi) for the minor ions are given in

Table B.5 in appendix B. With the given pulse height fractions αi
ε = αε(Zi) and by com-

bining Eq. 2.8 , Eq. 4.20, and Eq. 4.22 we can finally express the ESSD peak position for

each ion species i at each Epq-step j in dependence of the previously calculated TOF

peak position:

ε(τij) = Aε · αi
ε

mi · L2
τ

(Aτ · τij + Bτ)2 . (4.23)

4.4.2 Ion Position Corrections

So far, the calculated values for the TOF and ESSD positions were derived from the

PHA data before the base rate correction was conducted. This has the effect that in par-

ticular the ESSD position of most ion species is actually over-estimated due to the fact

that nearly all species peaks are distributed over at least two priority ranges and thus

the respective low-priority range part of the peaks (that lies at lower ESSD channels) is

under-represented in count rate in the uncorrected data. We find that this effect is neg-

ligible for iron check as the base rate weights are relatively low in PR1 and PR2, but can

be clearly observed for carbon, oxygen, neon, magnesium, silicon (i.e. compare Figure

?? in previous chapter ??). As the deviations are still relatively small (∼ 2 ch) compared

to the overall measurement range in residual energy the base rate correction does not

change fundamentally the observed measurement systematic in the ESSD positions.

Thus, we do not conduct a new calibration from scratch, but apply systematic cor-

rections to the calculated positions: For the aforementioned well-observable elements

carbon - silicon we shift the former calculated peak ESSD positions to lower channels

Lars Berger
Ist das wirklich energie unabhängig? Das entsprcht nicht der Erwartung. Heisst dass das Du wirklich nur einen Wert pro Element hast?
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FIGURE 4.3: Calibrated pulse height fractions αε for all calibrated minor elements
(Z > 2) in dependende of their atomic number Z. The ESSD position corrections are
already included in the phf values so that these are calculated as αε = αε,uncor · αε,relcor
with the derived values αε,uncor, αε,relcor in Table B.5. For all elements with well-
observable ion species peaks (marked with a circle) we find a TOF-independent pulse
height defect over the observed TOF range. For all other elements (marked with a
triangle), we assumed the same TOF-independence and interpolated αε as a linear
function of its atomic number. For nickel, we extrapolated αε as its atomic number
is still relatively close to iron. For helium we found a TOF-dependent pulse height
defect. The corresponding values αε(τ) can be calculated from Eq. B.1 and Table B.4

in the appendix and yield 0.66 < αε < 0.91 for He2+ for Epq-steps 0 ≤ j ≤ 116.

until we reach a minimum in the χ2-value that we derive from a fit of the now cor-

rected response model to the count rate data after Eq. 4.153. We apply this procedure

consecutively for each element carbon - silicon in the order of decreasing elemental

abundance. As the ESSD position after Eq. 4.23 is not explicitly depending on the ion

charge qi or the Epq-step j this correction is automatically applied to all charge states of

a given element and at all Epq-steps simultaneously. For helium and iron no correction

had to be applied, for all other elements for which the ESSD peak position cannot be

observed well with the necessary accuracy (nitrogen, sodium, aluminum, sulfur, argon

and nickel) we interpolated the corrections linearly. The correction for carbon might

be biased, as the border region of PR5 to PR4 could not be reconstructed properly in

the previous chapter. The obtained channel corrections are listed for all mentioned ele-

ments in the last column of Table B.5 in the appendix.

3For this fit we initially use a 2D-Gaussian peak shape as given in Eq. 4.16 with estimated peak widths
as in Eq. 4.24 and 4.26 and later the improved peak shape model as in Eq. ??, but it turns out that the
optimal ESSD position calibration is little sensitive to the peak shape.

Lars Berger
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We also observed small shifts in the TOF position (∼ 2 ch) towards lower TOF chan-

nels after the base rate correction which is due to the same former count rate under-

representation of the low-priority range part of each peak that lies at lower TOF chan-

nels. We corrected this effect in the same way as for the ESSD channels, by shifting all

ion charge states of a given element towards the new observed positions of its dom-

inant charge states. However, further improvement could be achieved here, as each

ion species could be adjusted individually after Eq. 4.21 as long as these shifts are still

small compared to the distances among the charge states of each element so that the

overall systematical approach is kept. All TOF channel corrections are given in the last

column of Table B.3 in the appendix.

In Figure 4.4 we show an example of the calibrated ion positions for the full ion-set

response for Epq-step 55 at which a large number of ion species peaks can be directly

observed. A comprehensive overview of the calibrated ET-matrices at a wider range of

Epq-steps is given in appendix C.

4.5 Characterization of Ion Peak Shapes

In order to assign the measured ion counts to certain ion species, we do not only need

the most probable ion species peak position at any given Epq-step but we also need an

estimation for the extension of the characteristic peaks in ET space. In a first step, we

approximate the ion species peak shapes as 2-dimensional Gaussians G2D(PG,ij, τ, ε)

after Eq. 4.16.

4.5.1 The Gaussian Peak (Shape) Model for CTOF

The Gaussian peak approximation has been used for most solar wind heavy ion stud-

ies with time-of-flight mass spectrometers, in particular for all studies that used the

full Triple Coincidence information to conducted a systematic investigation of a larger

solar wind heavy ion set [Berger, vonSteiger on Ulysses, Shearer/Lepri/Zurbuchen?],

if not the even simpler box rate schemes were applied similar to [Hefti, etc].

To fully parametrize the Gaussian peak model, one needs to determine the standard

standard deviations of the peaks in time-of-flight and residual energy στ and σε which

for convenience we denote in the following also as the peak widths. For the CTOF

response model, we obtained a first estimate of the peak widths from the fit of the

reference ion species in the previous section 4.4, in which all ion peak parameters

PG,ij = (τ
ij
0 , ε

ij
0 , σ

ij
τ , σ

ij
ε ) were treated as free parameters for each ion and each Epq-

step, so that we obtained στ and σε consistently with the ion positions for a number
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of Epq-steps. As we investigated in [Janitzek,MsC], the determined TOF and ESSD sig-

nal widths unfortunately do not fit well the estimated widths by the TRIM simulation.

Instead, the simulation rather underestimates the widths by relative values up to about

50% e.g. for iron ions, even if we took into account potential broadening effects such as

the velocity acceptance of the CTOF entrance system. Therefore, we cannot make fur-

ther use of the TRIM simulations for the quantitative description of the peak shapes.

On the other hand, we know that the ion species lose their initial charge state infor-

mation already in the first atomic layers of the carbon foil [SRIM/TRIM and references

within] from where on they obtain a (low) equlibrium charge state which only depends

on their initial energy Eacc and atomic number Z. Thus, in a first approximation all ion

species of a given element do not only have the same most probable TOF and ESSD

position when they enter with the same energy into the foil but also behave identical

in their statistical scattering process, so that we can assume that for each element the

widths στ and σε for all charge states can be expressed as a universal function of their

entrance speed vacc given in Eq. 2.3, or almost equivalently as a function of their mea-

sured TOF and ESSD position at any given Epq-step.

In fact, the conducted 2D-Gaussian fits yield that the TOF widths scale in good approx-

imation linearly with the entrance speed of the ion species into the carbon foil at the

respective Epq-step [Janitzek,Msc] even regardless of the atomic number Z:

σ
ij
τ = Aστ · v

ij
acc + Bστ (4.24)

where Aστ = (0.0040± 0.0002) ch/(km s−1) and Bστ = (10.3± 0.2) ch are in a good ap-

proximation universal parameters that are valid for all reference ion species. A similar

relation was found by Berger[Phd?] for the Gaussian peak widths of the very sim-

ilar SWICS instrument onboard the ACE spacecraft, who found a linear relation be-

tween the observed TOF positions and TOF widths of the measured ion species for all

Epq-steps. The increasing TOF width with decreasing entrance speed (or increasing

time-of-flight) can be understood qualitatively due to 1) the increasing TOF resolution

with increasing TOF channel and 2) the increasing cross-section for elastic scattering

due to collisons with the carbon nuclei in the foil for slower ions. For CTOF it turns

out that Eq. 4.24 is also a reasonable approximation for the remaining well-observable

ion peaks of carbon, neon, and magnesium so that we use it as the general TOF width

parametrization for the Gaussian response model.

For the residual energy measurement, we found from the initial 2-dimensional Gaus-

sian fits of He2+, O6+ and Fe8+ - Fe10+ a similar linear relation between the ESSD ion

peak position εij and the ESSD peak width σ
ij
ε for each ion species over the respective

Lars Berger
speed after post acceleration v_acc
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Epq-steps:

σ
ij
ε = Aσε · εi,j + Bσε (4.25)

where Aσε = (0.102± 0.003) and Bσε = (0.102± 0.003) ch are again universal param-

eters that are valid for most reference ion species simultaneously. Yet, for some ion

species such as Si7+ and Si8+ we obtained from the Gaussian fits considerably larger

values for the energy widths. This can be explained by the fact that these ions have

a strong overlap in ESSD with the adjacent ion species of S8+ and S9+, that have the

same (or very similar) mass-per-charge ratios but slightly higher mass. In addition, the

respective sulfur charge states are lower but comparable in order of magnitude to the

fitted silicon charge states. Furthermore, also other elements such as magnesium and

calcium can contribute with their non-negligible charge states such as Mg6+, Mg7+ or

Ca10+ to the appearant silicon peaks, that thus is hard to describe properly along the

ESSD axis. In general, we have to state that although the absolute values of the TOF and

ESSD standard deviations are comparable, the overall peak resolution is much higher

in the TOF measurement as here all ion species are distributed over about 400 channels,

while in the ESSD measurement these species are distributed over only 80 channels.

In fact, when we consider the full response model ion species set with, we find that

such overlaps occur for many ion species with (potentially) comparable abundances as

one can also see from Figure 4.4 so that the initially observed peaks turn out to be over-

estimated in many cases. Furthermore, as one can see from Figure 6.2 in the previous

chapter the base rate correction further reduces the width of some prominent peaks

such as O6+. Therefore, we refine the energy peak widths in a similar manner as the

position correction in the previous section: By linearly varying all ion widths simul-

taneously for several Epq-steps we find that a scaling factor σε,rel = 0.85 multiplied

with the initially found σε values produces the lowest χ2 so that the final energy width

calibration valid for all ion species i at all Epq-steps j reads

σ
ij
ε,cor = σε,rel ·

(
Aσε · εi,j + Bσε

)
. (4.26)

4.5.2 A Critical Revision of the Gaussian Peak Shape Model

While the 2D Gaussian peak shape model is a convenient choice for its analytic simplic-

ity, there is no physical reason that the time-of-flight or residual energy signal should

follow this shape in detail. To assess the goodness of the model in detail we have a

look at several dominant ion species peaks in order to compare the measured peak

shape with the fitted 2D Gaussian model. For the comparison we choose He2+ and the

Lars Berger
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FIGURE 4.5: Fit of the 2D-Gaussian peak model to the measured He2+ long-term data
peak. The position and width parameters are taken from the calibrated CTOF standard
response model as described in the previous subsections 4.4.1 - 4.5.1 and only the count
rate is fitted as described in Eq. 4.27. The black and magenta contour lines represent
the 50%, 10%, 5%, 1%, 0.5%, 0.1% count rate levels with respect to the data or model
maximum, respectively. Only ET-bins with at least 10 actually transmitted PHA counts

are considered.

FIGURE 4.6: Comparison of the measured TOF histogram with the energy-channel
integrated (= reduced) 2D-Gaussian peak model fit (green line) that is identical as in

Figure 4.5.
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iron sequence Fe7+ - Fe11+ which lie at the lower and upper boundary of the measure-

ment range in mass and mass-per-charge. While He2+ is well separated from all other

ions due to its low mass and mass-per-charge value, the selected iron species have by

an order of magnitude higher abundances than the nearby elements calcium and nickel

with comparable mass and mass-per-charge, so that the contamination of the main iron

peaks due to the latter should be relatively small. Figures 4.5 - 4.8 show the fit of the

Gaussian response model to the observed He2+ peak in the long-term data4 accumu-

lated over the full period DOY 174-220 1996 at Epq-step 50. In the fit, the position and

widths of the peak are calculated from the response model after equations 4.21, 4.23,

4.24, and 4.26, and only the count rate N is fitted as a free parameter, which is bijectively

related to the height of the modeled peak. In Figure 4.5 the measured long-term data

counts are visualized in the ET-matrix cut-out by the black contour lines while the fit is

represented by the magenta contour lines. Both sets of contour lines represent the 50%,

10%, 5%, 1%, 0.5%, 0.1% count rate levels with respect to the data or model maximum,

respectively.

In Figure 4.6, the solid blue line is the measured reduced count rate histogram for the

time-of-flight measurement which can be also considered as the count rate integral

over all ESSD bins for each TOF bin. It can be compared to the reduced response model

which is the integral over the fitted response model over all ESSD bins for each TOF

bin. Note that the shown fit (green line) is not equal to a (reduced) fit of the TOF mea-

surement alone, since the applied fit-model is the same as in Figure 4.5, defined on the

full 2-dimensional ET space, and thus contains the full residual energy information.

In the fit we only include ET-bins 1 ≤ k ≤ n with sufficiently high measured count

rate Ck(τ, ε) ≥ 10 and each bin contains 2× 2 channels in the ET-matrix as described in

section 2.2.1. Due to the high counting statistics within the peak in general, the lower

count rate limit is only a minor restriction for the determination of the peak shape,

but it allows us to assume that the count rate uncertainty in each bin is approximately

normally distributed around the measured value. Thus, the merit function to be mini-

mized in the fit has the standard form of Eq. 4.13:

χ2 =
n

∑
k=1

(
(Ck − C̃k(N))2

σ2
k

)
(4.27)

4In the case of He2+ the measured peak is almost entirely located in priority range PR5 so that no
significant change of the peak shape due to the base rate correction occurs. Instead, due to the problematic
reconstruction of the whole priority range PR5, the attempt to correct the count rate is more likely to
introduce artificial bias. Therefore, we conduct the peak shape analysis for He2+ with the uncorrected
count rate data as the accumulated count rate in the long-term PHA data is more than sufficient to assess
the shape of the peak adequately.

Lars Berger
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where n is the number of bins with sufficient count statistics and σk =
√

Ck
5 is the

statistical count rate uncertainty derived from the measured count rate. The goodness-

of-fit is then given by the reduced χ2 which includes the number of contributing ET-

bins and free parameters:

χ2
red =

χ2

n− np
. (4.28)

where np is in general equal to the number of fitted ion species and therefore in the

isolated He2+ case we have np = 1 and n ≈ 200.

From Figure 4.5 and 4.6 we can see that the measured peak shape shows major devi-

ations compared to the modeled peak shape. To quantify the deviations, in Figure 4.7

we show the fit residuals ∆C = C − C̃ in units of the count rate standard deviation,

which we call the relative deviation

∆Cσ := ∆C/σ (4.29)

and in Figure 4.8 we show the residuals scaled by the measured count rate which we

denote as the relative count (rate) difference

∆Crel := ∆C/C (4.30)

or shorter as the relative residuals. Both quantities ∆Cσ and ∆Crel give us complimen-

tary information and together with the absolute measured count rates C we can identify

crucial systematic deviations between data and model that can lead to significant sys-

tematic errors in the resulting velocity distribution functions:

As ∆Cσ represents the contributions to the calculated χ2-value per bin, it allows to

estimate how likely it is that the actual measured count rates in a given area of the

ET-matrix were sampled from the model. If the count rates are too unlikely to be sta-

tistical deviations, we can identify them as local systematic deviations from the model.

On the other hand these systematic deviations do not need to cause large systematical

errors in the resulting VDFs that we obtain from the total ion count rates Nij over the

whole E/q-range (see Eq. 6.2) as the count rates enter in the speed weights both in the

enumerator and denominator: wij = Nij/ ∑j Nij. Thus, a large systematic error in the

VDF can only occur if at a given Epq-step the measured absolute value Nij is high but

also the relative count rate error ∆Nij
rel = ∆Nij/Nij is large. For the latter the local sum

5Note, that when the fits are applied to the base-rate corrected PHA count rate, as it is the case for all
minor heavy ions (Z > 2), the value σk has to be calculated as the square-root of the uncorrected count
rate scaled with the base rate factor: σk =

√
Cuncor · wbr ≥

√
Ccor where wbr are the base rate weights

calculated from Eq.? in ??. This is because we do not actually have the statistics of the base rate corrected
count rate in each ET-bin but a scaled uncorrected count rate.

Lars Berger
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FIGURE 4.7: Relative deviation for the same 2D-Gaussian peak model fit as in Figure
4.5. The overlaid contour lines are the same model count rate levels as in Figure 4.5.

FIGURE 4.8: Relative residuals for the same 2D-Gaussian peak model fit as in Fig-
ure 4.5. The overlaid contour lines are the same same model count rate levels as in

Figure 4.5.
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of the relative deviations ∑k ∆Ck,rel is an upper estimate6 of ∆Nij
rel for the dominant ion

species in a given area of the ET-matrix.

Hence, the analysis of all three quantities C, ∆Cσ and ∆Crel together as shown in Fig-

ures 4.5, 4.7 and 4.8 can be used to identify systematic errors in the ion speed determi-

nation that arise from systematic errors in the response model. This can be achieved

by spotting systematic count rate deviations (large ∆Cσ) in the high-count rate areas of

the ET-matrix (large C) that are also large compared to the measured count rate (large

∆Crel) and therefore might eventually sum up to large deviations ∆Nij/Nij of the mea-

sured ion species of interest. Yet, we also note that given large count rates C neither

∆Cσ nor ∆Crel alone is sufficient for a crucial error identification, since the observed

deviations (∆C) can be systematic but negligible for the VDF determination (happens

frequently for high count rates per bin), or significant for the VDF determination but

not systematic (happens frequently for low count rates per bin), so that they cannot be

improved by a better response model.

Analyzing Figures 4.5 - 4.8 in the explained way, we find large systematic deviations

between the data and the Gaussian model both in the core and at the flanks of the He2+

peak. From the residual plots we find relative deviations up to ∆Cσ = 10(!) σ even at

the highest count rates within the 10% model count level. These differences between

data and model yield also large relative residuals of the average order of ∆Crel = 40%

and up to ∆Crel = 80% of the count rate in the core. In the flanks of the peak we find

that the largest relative deviations occur along the time-of-flight axis where the data

peak shows tails which cannot be modeled adequately with the Gaussian model. In

particular the pronounced tail at the high-TOF flank is largely underestimated for all

energy channels which contributes a to a large part to the overall underestimation of

the count rate as we can see from Figure 4.6. On the whole, the assumed Gaussian peak

shape model fails to reproduce the actual data resulting in a poor goodness-of-fit esti-

mation of χ2
red = 26(!) with an overall underestimation in count of about ∆Nrel ≈ 25%

when we sum over the whole peak. As these differences are of comparable order in

magnitude to the count rate itself, the observed systematic differences in the model can

play a role in the calculation of the corresponding VDFs and the accurate determination

of the VDF moments if they show a systematic pattern over the Epq-step range. This

would be even more the case if the considered ion peak had an adjacent ion species in

its high-TOF flank with lower abundance. For this minor species a small percentage of

6Note that there can be still systematic errors in the model without major deviations between C and C̃,
if one just mixes up the positions of species or add species to the model, that can a priori not occur in the
solar wind. To avoid or at least minimize these miss-assignments it is important to apply a systematical
calibration approach. Also for ion species that have small count rates Nij compared to the dominant
species at the given Epq-step j the relative error can be much larger if for example the whole count rate
difference ∑k ∆Ck,rel is assigned to the low-count rate species i. Therefore, naturally the dominant ion
species with the highest abundances are the most reliable ones as only for these species major systematic
deviations between model and data can be spotted reliably.
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FIGURE 4.9: Fit of the 2D-Gaussian peak model to the measured main iron long-term
data peaks Fe7+ - Fe11+. In the fit we also include the adjacent species Si5+, Si6+,
and Fe6+, Fe12+. The position and width parameters are taken from the calibrated
CTOF standard response model as described in the previous subsections 4.4.1 - 4.5.1
and only the nine species count rates are fitted as described in Eq. 4.27. The black and
magenta contour lines represent the 50%, 10%, 5%, 1%, 0.5%, 0.1% count rate levels
with respect to the data or model maximum, respectively. Only ET-bins with at least

actually transmitted PHA counts are considered.

non-assigend counts of the main peak could easily exceed its own absolute count rate

and change completely the measured VDF in dependence as a pure effect of the model

accuracy. So while the isolated He2+ is the best example to study the pure differences

between model and data as no other ion species can compensate the observed devia-

tions, it misses the essential point of overlapping peaks that we study in the following

example of the iron ion sequence.

The peaks of the aforementioned iron species ions Fe7+ - Fe11+ have strong overlap

among each other and partially also with a few non-negligible silicon charge states. In

Figures 4.9 - 4.12 we analyze the applied fit of the Gaussian response model in the same

way as for the He2+ case. We fit only ET-matrix excerpts which contain in their center

the well-resolved ion species Fe7+ - Fe11+ and include in addition the adjacent species

Si5+, Si6+, and Fe6+, Fe12+.

The Figures clearly show that the two-dimensional Gaussian model is over-simplified

as the asymmetric data contours barely match the model count contours. From the

relative deviations in Figure 4.11 we see that the model underestimates systematically

Lars Berger
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FIGURE 4.10: Comparison of the measured TOF histogram with the energy-channel
integrated (= reduced) 2D-Gaussian peak model fit (green line) that is identical as in
Figure 4.9. Also the individual species peaks are the energy-integrated peaks of their
corresponding 2D-peaks which contribute to the overall model. Thus the area of each
individual peak equals the overall count rate of the peak and can be used for count
rate comparison between the species at the given Epq-step. The black peaks are Fe12+

- Fe6+, and the red peaks are Si6+ and Si5+ (from left to right, respectively).

the count rate of the time-of-flight channels between the iron peaks while at the peaks

center the fit tries to compensate this effect with an overshoot in count rate. These large

deviations up to values of ∆Cσ = 9 lead to a poor goodness-of-fit value χ2
red ≈ 13. Fig-

ure 4.12 and 4.10 show that the observed systematic deviations are also large compared

to the measured count rate and reach values up to ∆Crel = 80%. Since the absolute

measured count rates are high in the described areas of massive model under- and

over-estimation the deviations in count rate can in principal cause substantial errors in

the resulting velocity distribution functions.

In Figure 4.13 we see that the long-term data fit of the iron sequence cannot be improved

substantially by including additional minor ion species from the response model. In

fact, the extended model yields relative abundances for Ni8+ and Ni9+ compared to

the most abundant iron charge states Fe9+ - Fe11+ that are about an order of magnitude

larger than expected from remote-sensing studies[Aschwanden] of the photosphere

and corona. The counts that are thus (most probably) falsely assigned to nickel and

other species are missing in the iron VDFs.

From the detailed analysis of Figures 4.5 - 4.13, we could observe at least one major sys-

tematic deviation between model and data that occurred for all investigated ion peaks,
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FIGURE 4.11: Relative deviation for the same 2D-Gaussian peak model fit as in Figure
4.9. The overlaid contour lines are the same model count rate levels as in Figure 4.9

FIGURE 4.12: Relative residuals for the same 2D-Gaussian peak model fit as in Figure
4.9. The overlaid contour lines are the same model count rate levels as in Figure 4.9
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FIGURE 4.13: Fit of the 2D-Gaussian peak model to the measured main iron long-term
data peaks Fe7+ - Fe11+. In the fit we include all ion species of the listed elements
carbon - nickel that lie in the wider vicinity of the iron peaks. The position and width
parameters are taken from the calibrated CTOF standard response model as described
in the previous subsections 4.4.1 - 4.5.1 and only the species count rates are fitted as
described in Eq. 4.27. The three panels are analog to Figures 4.9, 4.11 and 4.10. We
omitted the relaitive residuals here for brevity, but a similar comparison is given in

Figure 6.2 for the whole ET-matrix at Epq-step 55.
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which is the presence of pronounced tails at the high-TOF flank of the peaks. This

feature can be seen already for He2+ but even more pronounced for all heavy minor

ions (compare also O6+ in Figure 4.1) and in particular for the investigated iron ions.

The formation of high-TOF (or equivalently low-energy) tails can be well-understood

in qualitative manner as the result of multiple effects that are inherent to the measure-

ment principle of time-of-flight mass spectrometers based on the carbon-foil technique:

1. The electronic energy loss of an ion event in a thin target such as the foil cannot be

described by a Gaussian, but more accurately by a Landau-distribution[Landau1944]

that already shows an asymmetrical tail towards low energies.

2. In addition to the electronic energy loss, the ions also lose energy to the target

nuclei via elastic collisions. Since the nuclear interactions are more effective for

heavier ions at lower energies [SRIM/TRIM] this effect is not negligible at solar

wind energies (even after the post-acceleration) and leads to an increased low

energy tail for many species.

3. The transformation from the energy loss distribution to time-of-flight is not sym-

metrical but leads to skewed distribution that appears to have tails at the high

TOF-flank due to the increasing time-of-flight resolution per channel with in-

creasing TOF channel.

4. In addition to the energy loss, even the pure scattering in the carbon foil leads to

a asymmetrical time-of-flight distribution. This can be easily recognized by the

fact that at each Epq-step there is a well-defined minimum time-of-flight for those

ions that pass the foil without any scattering, but in principle no upper limit for

the time-of-flight exists.

On a quantitative level the situation is complicated and therefore, simulations such as

TRIM are commonly used to assess the first, second and fourth point simultaneously.

Unfortunately for our of case very low ion speeds compared to most other applica-

tions, already the widths of the time-of-flight peaks could not be estimated accurately

by TRIM[Janitzek2014] so we cannot assume that the simulation is an accurate quanti-

tative prediction of the peak shape.

Yet, we need to include the observed tails into the response model as we showed that

the fraction of potentially assigned counts is not negligible compared to the number of

overall counts assigned to many species. In the past, a few empirical approaches were

made to describe the observed peak shape of certain ion species more accurately. As an

example [Köten,PHD] parametrized the He2+ peak shape very accurately with a larger

set of empirical parameters in order to use this parametrization for the characteriza-

tion of the much less abundant C4+
13 isotope signal. In the case of CTOF [Aellig,PHD]

Lars Berger
an
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analyzed the iron data for the period DOY 185-220 1996 by applying an asymmetric

Gaussian fit to the TOF measurement with two different στ-values for the low-TOF and

high-TOF flank, respectively. While the approach by [Köten,PHD] is not feasible for

a response model with a large number of ion species due to the high number of pa-

rameters per peak, the asymmetric Gaussian peak shape applied by [Aellig] still yields

relatively large deviations from the actual observed peak shape, in particular when

a larger part of the iron sequence is fitted simultaneously and the full 2-dimensional

ET-information is used. Therefore, we develop in the following section an alternative

analytical peak shape model which allows a more accurate description of the observed

peak-tails based on a small set of parameters that can be scaled easily for all solar wind

ion species.

4.5.3 An Improved Peak Shape Model for CTOF

As the starting point for our model we choose a parametrization of the Moyal function

[Moyal1955] to model the high-TOF flank of the observed ion peaks:

Rij
τ≥τ0

= M1(τ
ij
0 , σ

ij
τ , cij

τ , τ) = N · exp

[
−1

2

(
(τ − τ

ij
0 )

cij · σij
τ

+ exp

(
−
(τ − τ

ij
0 )

cij · σij
τ

))]
(4.31)

where τ
ij
0 are the TOF position and width-parameter for ion species i at Epq-step j ob-

tained from Eq. 4.21 and 4.24, respectively. To adapt the high-TOF flank of the model

to the observed peak tails, Rij includes the additional scaling parameter σ
ij
τ that still has

to be determined empirically. The normalization N = e−1/2 is chosen so that that M1

reaches its maximum at a value of 1.

For most heavy elements the low TOF-flanks of their well-observable ion peaks show

no significant deviations from a Gaussian peak shape (and in fact were even better

modeled than with a Moyal function) as we find from the fits of the reference ions

O6+, Si7+, Si8+ and Fe8+ - Fe10+. The only exceptions are the two lightest calibrated

elements helium and carbon for which we find small low-TOF tails. These can be well-

observed for He2+ (as seen in Figure 4.6) and C6+, but not particularly well for He+,

C4+ and C5+ as the pick-up ion species has lower count rates and is disturbed by the

SSD energy threshold and the carbon species have major adjacent ion peaks O6+ and

O7+ at their low-TOF flank, respectively. Therefore, we model the low TOF-flank with
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the general approach of a Kappa-function:

Rij
τ≤τ0

= K1(τ
ij
0 , σ

ij
τ , κ

ij
τ , τ) =

1 +
1

2κ
ij
τ

(
τ

ij
0 − τ

σ
ij
τ

)2
−κ

ij
τ

(4.32)

which becomes a regular Gaussian in the limit of infinitely high κ
ij
τ -values:

∀ τ
ij
0 , σ

ij
0 , τ ∈ R : lim

κ
ij
τ→∞

K1((τ
ij
0 , σ

ij
τ , κ

ij
τ , τ)) = G1(τij

0 , σ
ij
τ , τ) (4.33)

where the index 1 just denotes that both functions are already normalized to a maxi-

mum value of 1. We find that both for the helium peaks and C6+ the observed tails do

not change systematically over the observed Epq-steps and can be therefore described

with an element-specific constant

κ
ij
τ = κi

τ =


1.5 if Z = 2

1.8 if Z = 6

10 if Z > 6

(4.34)

where the value κτ = 10 is just chosen high enough so that we cannot find any dif-

ference between a Gaussian and a Kappa-flank within the given TOF measurement

resolution. We admit that in contrast to the well-justified high-TOF flanks we have no

secured theory of the instrumental origin of the small low-TOF (or high energy) tails,

but one speculation is that these could be channeling effects7 in the carbon foil, im-

plicating that a small number of the helium and carbon ions can practically penetrate

the foil without any interaction. Nevertheless, the low-TOF flank tails are much less

pronounced than the high-TOF flanks and do not play a role for the vast majority of

measured ion species, so that we do not investigate this point further and also approx-

imated nitrogen with the Gaussian flank as no clear low-TOF flank observations are

possible for this element.

With the described functions K1 and M1 the new peak shape function in time-of-flight

7This hypothesis is only based on the observation that the low-tof tails for He2+, and C6+ reach down
to the minimum possible TOF channels, that we obtain when we just convert their kinetic energies prior
to the foil Eij

acc into the corresponding TOF channels over the course of the Epq-steps j. Channeling effects
are a well-known phenomenon in solid state detectors for which they are studied comprehensively [ref-
erences]. As helium and carbon are the lightest elements and enter with relatively high entrance speeds
they might have also the lowest overall interaction cross-sections in the foil, but the exact calculations are
complicated [references] and beyond the scope of this work. Unfortunately, channeling effects are not
included in TRIM.
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can be written as

Rτ(τ
ij
0 , σ

ij
τ , κ

ij
τ , cij

τ , τ) =

K1(τ
ij
0 , σ

ij
τ , κ

ij
τ , τ) if τ ≤ τ0

M1(τ
ij
0 , σ

ij
τ , cij

τ , τ) if τ ≥ τ0

(4.35)

As can be seen from Figures 4.5 and 4.9 the He2+ and iron peaks also show a small

asymmetry along the residual energy axis but they are skewd in the opposite direction

so that we neglect this point for the general model. What we see in both cases is that the

tails are not exactly along the TOF axis but the counts seem to be smeared out along the

elemental hyperbolae, causing part of the asymmetry along the ESSD axis. This effect

can be explained by the fact that both TOF and ESSD measurement are not independent

of each other but those particles which lose a larger amount of energy in the carbon foil

are measured on average both at higher TOF channels and lower ESSD channels. We

can take this effect into account by keeping in principal the Gaussian shape along the

energy-axis

Rε(ε
ij
0 , σ

ij
ε , ε) = G1(ε

ij
0 , σ

ij
ε , ε) , (4.36)

where σ
ij
ε is given by Eq. 4.26, but substituting the fix energy position ε

ij
0 at each TOF-

bin τ with a τ-dependent value by generalizing Eq. 4.23 to8. :

ε0(τ) = Aε · αi
ε

mi · L2
τ

(Aτ · τ + Bτ)2 (4.37)

By expressing the ESSD position as a function of the TOF-bin the energy signal is al-

ways normally distributed around the most probable ESSD bin for each TOF bin

Rε(σε, τ, ε) = G1(ε0(τ), σε, ε) , (4.38)

and the tails of the peak follow the curvature of the elemental hyperbolae given by Eq.

4.23 and shown in Figure 4.4. Thus, the new 2-dimensional Kappa-Moyal peak shape

model reads:

R(Pij, τ, ε) = N · Rτ(τ
ij
0 , σ

ij
τ , κ

ij
τ , cij

τ , τ) · Rε(σ
ij
ε , τ, ε) =: RKM(Pij, τ, ε) . (4.39)

where Pij = [τ
ij
0 , σ

ij
τ , κ

ij
τ , cij

τ , σ
ij
ε ] is the individual parameter vector for each ion species i

at a given Epq-step j that fully determines the individual response function Rij, and N

8Note that this generalization is only possible because in Eq. 4.23 the ESSD position εij does not depend
explicitely on the Epq-step but is completely defined by the TOF position τij.
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is a normalization that has to be chosen adequately for each combination (i, j) so that it

holds ∑τ,ε Ri(τ, ε) = 1.

As κ
ij
τ is defined in Eq. 4.34 for all species and all other parameters of the new peak

shape model are well determined from the standard Gaussian peak shape model, the

only remaining problem is to find an adequate parametrization of the tail parameter

cτ. Similar to the peak width parametrization in subsection 4.5.1, we can assume that

for a given element all charge states should show the same peak shape when their

peak is measured at the same position in the ET matrix. So that we can express cτ as

a function of the TOF position and this function should increase monotonously with

increasing TOF position because the tails become more pronounced with decreasing

particle energies. As a simple ansatz we chose a linear parametrization over the whole

TOF-range of interest:

c(τ) = Ac · τ (4.40)

with a fixed constant Ac > 0 which can be different for each element.

To obtain the optimal tail parametrization for iron we scan the one-dimensional param-

eter space for Ac by fitting the iron peak sequence with a set the Kappa-Moyal response

models RKM(AC) with increasing values AC and select the AC value that gives the low-

est χ2
red in the minimization after Eq. 4.13. As an additional condition we require that

the selceted Ac value has to stay relatively constant over the whole range of Epq-step

39 to 60. In order to neglect contributions from most other ion species we only fitted

at each Epq-step excerpts of the ET-matrices which contain in their center the well-

resolved ion species Fe7+ - Fe11+ and include in addition the adjacent species Si5+,

Si6+, and Fe6+, Fe12+ in the same way as in Figure 4.9. For iron we find an optimal

value of Ac = (0.0040± 0.0010) ch−1 where we consider the fluctuation of the value

over the Epq-step range as the uncertainty. This uncertainty is sufficiently small as it

translates into a difference in peak volume of less than 10%, if we consider the change

of the iron TOF response function Rτ given in Eq. 4.35 with typical iron peak TOF pa-

rameters τ0 = 380 ch and στ = 6 ch. As a lower estimation for the lighter ion species

we applied the same approach to the well-separated He2+ peak for the Epq-step 40-

80 which yields the optimal value of Ac = 0.0035± 0.0005 ch−1 with a deviation that

is even lower than for iron because the flanks of the He2+ peak are not contaminated

by other species. Unfortunately, the He+ peak could not be used for a meaningful es-

timation of Ac because it shows major irregularities in its peak shape (in particular a

double peak structure along the ESSD axis for many Epq-steps) as it lies very close to

the energy threshold of the SSD. For most other elements such as neon, magnesium

Lars Berger
(s. Chapter) /ref auf weiter oben



Chapter 5. Characterization of the CTOF Sensor Response 102

FIGURE 4.14: Fit of the Kappa-Moyal peak model to the measured He2+ long-term
data peak. The black and magenta contour lines represent the 50%, 10%, 5%, 1%,
0.5%, 0.1% count rate levels with respect to the data or model maximum, respectively.

Only ET-bins with at least 10 actually transmitted PHA counts are considered.

FIGURE 4.15: Comparison of the measured TOF histogram with the energy-channel
integrated (= reduced) Kappa-Moyal peak model fit (green line) that is identical as in

Figure 4.14.
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or silicon a direct estimation of the peak parameter is also problematic as they have

less visible tails than iron and significant overlap with their adjacent ion spcies. The

only exception is the O6+ peak which due to its very high relative abundance allows

at least an estimation of the upper limit of the scaling parameter as Ac ≤ 0.0035, even

if there is a contribution of N5+ in its high-TOF flank. From these estimations we find

that the observed deviation between the Ac-values for different elements is within the

uncertainty of the scaling parameter. Hence, we conclude that within the limitations

of this strongly simplified model there is actually no significant evidence for an ele-

mental dependence of the scaling parameter so that we obtain the universal value of

Ac = 0.0035 ch−1 for all elements and thus the high-TOF tails scale only with the TOF

position of the peak. This observation is not obvious as one would rather expect an

explicit mass dependence of the tails. However, it is phenomenologically similar to the

observed behavior of the TOF widths in subsection 4.5.1 that do not show any major

dependence on ion mass, either. One way to explain this finding is that the most abun-

dant ion species that dominate the estimation of both parameters στ and Ac are ordered

approximately on a diagonal in the ET-matrices, so that it is hard to disentangle the de-

pendencies on mass or atomic number (that scale with ESSD) and time-of-flight with

our simple parametrizations. Deeper insides could give here a detailed analysis of the

peak shapes of Mg10+ and (if the SSD threshold effects can be understood) He+, as

these species are relatively abundant and are the ones which lie most off of this diago-

nal. Yet, in this work we use the tail scaling parameter AC for all ion species since He2+

and the analyzed iron ions mark the lower and upper limits of the measurement range

both in TOF and ESSD and thus the generalization can be considered as interpolation.

As the Kappa-Moyal peak shape model is now completely parametrized we can eval-

uate it in the same way as the Gaussian model. In Figures 4.14 - 4.17 we show the fit of

the new peak shape model to the long-term data He2+ peak at the same Epq-step 50 as

in Figure 4.5. We see from Figure 4.14 that over all the peak is modeled significantly

better compared to the Gaussian model in Figure 4.9 as the contour lines match well for

all flanks down to the 10% count rate level and partially beyond. We also find that the

observed deviations are on average more than a factor of 2 lower for almost all parts of

the peak so that we find a goodness-of-fit value χ2
red = 4.7 that is about five times lower

than for the Gaussian model. On the other hand this value is still much larger than a

value for a truly good model χ2
red ' 1 and we (still) observe in Figure 4.16 several areas

of the data peak that show significant systematic deviations from the model, e.g. at the

low-ESSD flank around channels (τ = 227 ch, ε = 10 ch), at the low-ESSD/high-TOF

flank around (τ = 233 ch, ε = 14 ch), or further out at the high-TOF flank for all ET-

bins with τ > 240 ch. Hence, the measured count rate data on the whole is still very
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FIGURE 4.16: Relative deviation for the same Kappa-Moyal peak model fit as in Figure
4.5. The overlaid contour lines are the same model count rate levels as in Figure 4.14.

FIGURE 4.17: Relative residuals for the same Kappa-Moyal peak model fit as in Fig-
ure 4.5. The overlaid contour lines are the same same model count rate levels as in

Figure 4.14.



Chapter 5. Characterization of the CTOF Sensor Response 105

FIGURE 4.18: Fit of the Kappa-Moyal peak model to the measured main iron long-
term data peaks Fe7+ - Fe11+. In the fit we also include the adjacent species Si5+, Si6+,
and Fe6+, Fe12+. The black and magenta contour lines represent the 50%, 10%, 5%, 1%,
0.5%, 0.1% count rate levels with respect to the data or model maximum, respectively.

Only ET-bins with at least 10 actually transmitted PHA counts are considered.

unlikely to be sampled from the exact model peak shape. This is not so surprising as

we cannot really model the peak shape from first principles as discussed in the pre-

vious subsection, but rather made the approach of a simple and scalable model that

should just catch the main systematic deviations. Therefore, following our analysis in

the previous subsection 4.5.2 we now have a look at the relative count rate differences

in Figure 4.17 in order to estimate how strongly the observed systematic deviations can

affect the overall count rate. We find that in the area within the 10% count rate contour

level which contains about 90% of the total peak count rate, there is only one ET-bin

that is more than 30% off the model value and the average deviation is now about 10%

of the count rate for all of these ET-bins. Large deviations on the order of the count rate

' 50% can be found only around and beyond the 1% model count rate contour level.

This yields that the possible count rate deviations are on the order of a 10% effect. If

these deviations show a systematic increase or decrease with the Epq-step (which is

the worst case scenario) their impact is comparable to the (small) effect that speed de-

pendent detection efficiencies can have on the measured VDFs and their moments (see

subsection 4.6.4.

We continue the Kappa-Moyal peak model evaluation with the iron sequence Fe7+ -

Fe11+. In Figures 4.18 - 4.22 the individual ion response functions have the form of the
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FIGURE 4.19: Comparison of the measured TOF histogram with the energy-channel
integrated (= reduced) Kappa-Moyal peak model fit (green line) that is identical as in
Figure 4.18. Also the individual species peaks are the energy-integrated peaks of their
corresponding 2D-peaks which contribute to the overall model. Thus the area of each
individual peak equals the overall count rate of the peak and can be used for count
rate comparison between the species at the given Epq-step. The black peaks are Fe12+

- Fe6+, and the red peaks are Si6+ and Si5+ (from left to right, respectively).

new peak shape model with the only exception that along the energy axis we used a

Gaussian with two different width parameters σε,up, σε,low
9 for Rε instead of the regular

Gaussian Gε to model better the high energy flank of iron. The exact modeling of the

upper energy flank is possible since there are no elements of comparable abundance

expected that lie at higher energy channels than iron. For Rτ we use the exact expres-

sion as in Eq. 4.35 with the universal tail scaling parameter Ac = 0.035 ch−1. In the fit

we included the same ET matrix excerpt as for the Gaussian peak model with the same

ion species Si5+, Si6+ and Fe5+ - Fe12+.

Similar to the He2+ case, we find that the Kappa-Moyal peak model reflects better the

observed shape of the iron ion peaks, so that the observed gaps and overshoots of the

model along the TOF axis are not present anymore and the vast majority of ET-bins

within the 10% count-level area shows a relative deviation of less than 3σ. As can

be seen from Figure 4.21 also the relative count rate difference within this area shows

little fluctuation so that it rarely exceeds a value of 0.2 and has an average value even

below 0.1. This is a good indicator that also the count contributions among the iron ion

species are modeled consistently. The only part of the fitted ET-matrix excerpt where

9The ESSD-position dependent scaling for σε,up, σε,low is given in Eq. B.3 - B.5 in the appendix.
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FIGURE 4.20: Relative deviation for the same Kappa-Moyal peak model fit as in Figure
4.18. The overlaid contour lines are the same model count rate levels as in Figure 4.18.

FIGURE 4.21: Relative residuals for the same Kappa-Moyal peak model fit as in Figure
4.18. The overlaid contour lines are the same model count rate levels as in Figure 4.18.
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the model deviates stronger from the data is in the area τ ≥ 410 ch and ε ≈ 20 ch where

the model underestimates the lower energy flanks of Fe7+ and Fe8+. However, this part

of the ET matrix is also contaminated by helium random coincidences that we discuss

in subsection 4.6.3, so that this is not necessarily a problem of the peak shape model

itself. The overall goodness-of-fit value is calculated as χ2 = 2.9 and is therefore more

than four times lower as for the Gaussian peak shape model.

When we compare Figure 4.19 with Figure 4.10 we find that the iron ions’ count rate

contributions to each of the observed peaks are modified due to the asymmetric tails.

Each ion peak gives a substantial contribution to the peak at its high-TOF flank, so that

the formerly observed gaps between the peaks are closed and a smooth tail at very

high-TOF channels is formed with contributions from several ion species. This also

means that the count rate of the ion species that are on the high-TOF flank of a larger

peak tend to lose systematically in count rate while those at the low-TOF flank tend to

gain counts in comparison to the Gaussian fit. In the demonstrated case in the given

Epq-step this is seen best for Fe12+ which was most under-estimated by the Gaussian

model while Fe7+ was most over-estimated. Furthermore, we can see from Figure 4.22

where we included the same additional ion species as in Figure 4.13 that the count

rates of Ni8+ and Ni9+ have decreased dramatically compared to the Gaussian model

fit and all nickel charge states are now on the order of 1-10% compared to the most

abundant iron charge states. This is in good agreement with the coronal abundance

ratio of 5%[Aschwanden] between iron and nickel that is found from remote-sensing

data. However, we also would expect the calcium peaks at a comparable count rate

level with nickel, but Ca6+ still shows a higher count rate even if it is considerably

lower than those of nickel in Figure 4.13. This shows that also the improved peak model

has its limitations, but we recall that nickel and calcium are among the elements with

the lowest relative abundances in the model so that naturally we have to regard their

count rates with caution. Before we present the measured speed distributions in the

next chapters we give a short summary of the full improved response model, discuss

the overall model sensitivity to small deviations in the calibration and have a look at

the instrumental background that mainly consists of random coincidences of the most

abundant ion species.

Lars Berger
caused by the most abundant species
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FIGURE 4.22: Fit of the Kappa-Moyal peak model to the measured main iron long-
term data peaks Fe7+ - Fe11+. In the fit we include all ion species of the listed elements
carbon - nickel that lie in the wider vicinity of the iron peaks. The three panels are
analog to Figures 4.18, 4.20 and 4.19. We omitted the relaitive residuals here for brevity,
but a similar comparison is given in Figure 6.2 for the whole ET-matrix at Epq-step 55.
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4.6 The Full CTOF Response Model

Summarizing the previous sections of this chapter, the full CTOF response model con-

tains the individual ion responses of 91 ion species of the 14 most abundant heavy

solar wind elements helium, carbon, nitrogen, oxygen, neon, sodium, magnesium,

aluminum, silicon, sulfur, argon, calcium, iron and nickel. All included ion species

are given in the second? column of Table 4.1. For the individual response functions

Ri,j(τ, ε), that model the observed ion peaks in the ET-matrices for every calibrated

species i ∈ {1, 2, ..., 91} at every Epq-step 0 ≤ j ≤ 116, two general models R are avail-

able: The standard 2D-Gaussian peak model RG and the improved Kappa-Moyal peak

model RKM. The 2D-Gaussian peak model is defined in analogy to the existing response

models of ACE/SWICS (BergerPHD) and Ulysses/SWICS(KötenPhD) in Eq. 4.16 with

the individual peak model parameter vector for each species Pi,j
G = (τ

ij
0 , ε

ij
0 , σ

ij
τ , σ

ij
ε )

T

where the peak TOF τ
ij
0 and ESSD positions ε

ij
0 can be obtained from Eq. 4.21 and Eq.

4.23, respectively, and the width parameters σ
ij
τ and σ

ij
ε are given by Eq. 4.24 and Eq.

4.26, respectively. The new Kappa-Moyal peak model is defined in Eq. 4.39 with the

peak model parameter vector for each species Pi,j
KM = (τ

ij
0 , ε

ij
0 , σ

ij
τ , κ

ij
τ , cij

τ , σ
ij
ε )

T where the

additional peak parameters κ
ij
τ and cij

τ can be obtained from Eq. 4.34 and Eq. 4.40, re-

spectively. For iron an even more accurate parametrization of the ESSD peak shape

could be obtained and is included in the Kappa-Moyal model that contains separate

parametrizations of the lower and upper ESSD peak flank as given in Eq. B.3 with two

width parameters σε,up and σε,low that can be calculated from Eq. B.4 and Eq. B.5 in the

appendix.

4.6.1 The Full and Reduced Response Model

In order to derive the most consistent Velocity Distribution Functions from the data it

would be ideal to fit the full calibrated response model Rij(τ, ε) to the respective ET-

matrix count rates Cj(τ, ε) after Eq. 4.10. However, when including all calibrated ion

species it turns out that frequently the fit does not converge (numerically / to the de-

sired accuracy) with any of the applied minimization algorithms. The reason is that

some ion species have very similar positions in the ET-matrices due their very simi-

lar mass and mass-per-charge values as can be seen from Figure 4.4. This causes in

combination with the limited counting statistics of the investigated data subsamples

(i.e. restricted solar wind proton speed or restricted time periods) that the fit is under-

determined in parts of the ET-matrix due to the large overlap of such peaks. This prob-

lem even occurs in the long-term data speed spectra analysis, where we investigate the

accumulated counts over the whole measurement period DOY 150-220 1996 but filtered

Lars Berger
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Included Element: Full Calibrated Model Full Stable Model Red. Stable Model
Criterion: Criterion: Crit: Overall Crit: Elem. Overlap

AZ,rel > 10−6 · AH Aq,rel > 10−3 Fit Convergence & Aq,rel > 10−2

Helium* He+, He2+ - -
Carbon C4+ - C6+ C4+ - C6+ C4+ - C6+

Nitrogen N4+ - N7+ N4+ - N7+ -
Oxygen O5+ - O8+ O5+ - O8+ O6+, O7+

Neon Ne5+ - Ne9+ Ne5+ - Ne9+ Ne6+ - Ne8+

Sodium Na4+ - Na9+ - -
Magnesium Mg4+ - Mg10+ Mg4+ - Mg10+ -
Aluminum Al5+ - Al11+ - -

Silicon Si5+ - Si12+ Si5+ - Si12+ Si5+ - Si12+

Sulfur S6+ - S13+ S6+ - S13+ -
Argon Ar7+ - Ar13+ - -

Calcium Ca6+ - Ca14+ Ca6+ - Ca14+ -
Iron Fe5+ - Fe16+ Fe5+ - Fe16+ Fe5+ - Fe16+

Nickel Ni6+ - Ni14+ Ni6+ - Ni14+ -

TABLE 4.1: ∗: Helium is not in the applied models because we have to exclude priority
range PR5 because of the onboard PID suppresion that does not allow a base rate

reconstruction for PR5. check number of included ions in the applied models!

for a very narrow proton speed interval (see section ??). Therefore, we systematically

exclude those elements from the fitted response model that have the lowest abundances

and their ion species have very similar ion positions to their adjacent more abundant

ion species. We thus exclude for the systematic speed measurements all ion species of

the elements sodium, aluminum, and argon, for which it would be anyways hard to

resolve their speed distributions due to their expected low count rates10. It is clear that

this artificial change of the response model might influence the count rates of adjacent

ion species that have higher but still comparable abundances as the excluded species.

Yet, for the most relevant species that have at least an order of magnitude higher count

rates this effect is negligible because the resulting local count rate deviations are below

the typical response model accuracy (see section 4.5).

Finally, we also have to exclude the priority range PR5 from our analysis as we cannot

reconstruct properly the count rates in this area of the ET-matrix as explaind in sec-

tion ?. This is necessary as we can see from Figure ? that the border region of PR5

to PR4 is systematically over-estimated in count rate after the base-rate correction and

this could cause systematic bias of certain ion species such as the carbon species that

partly lie in this area. On the other hand, when we exclude PR5 completely we only

lose a fraction of a few percent in count rate for C4+ and C5+ as can be seen from Fig-

ures ? - ? in the appendix. Since He2+ cannot be included in the analysis anayways

10Compare the speed spectra for calcium and nickel in section 6.?.

Lars Berger
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due to the PID onboard suppression and practically all He+ counts can be considered

as pick-up ions [Arnaud and Rothenflug] the exclusion of PR5 is not a major restric-

tion for the overall systematic speed analyisis. After the response model reduction, the

largest set of ion species that allows a numerically stable fit for all Epq-steps in the long-

term data contains 69 ion species which are given in the third colum of Table 4.1. Thus

the corresponding response model that we call in the following the Full Stable Model

(FSM) for CTOF includes the ten remaining elements carbon, nitrogen, oxygen, neon,

magnesium, silicon, sulfur, calcium, iron and nickel with all their charge states that we

selected in section 4.2.

While the FSM leads to an overall fit convergence for the analysis of the long-term

CTOF data both in the slow and in the fast wind, it turns out that for the fast wind

case where we have a much lower number of measurement cycles available, many ion

species even among the most abundant ones show large count rate fluctuations in their

count rate spectra over all Epq-steps due to the (already) low counting statistics and

their (still) large peak overlap with adjacent ion species (see section 6.?). Therefore, we

conduct complimentary fits with a Reduced Stable Model (RSM) to further analyze the

count rate spectra of the most abundant ion species under the assumption that their

less abundant neighbor species can be neglected (see section ?). In the RSM we only in-

clude the five best-resolved elements (except for helium): carbon, oxygen, neon, silicon

and iron with their most abundant ion species that have an expected relative charge

states abundance of at least 10−2. In this way we obtain 28 ion species for the RSM

which are given in the last column of Table 4.1. We also use the RSM for the CTOF

short term-data analysis in chapter 6 both in the slow wind and fast wind case as for

the short term data analysis we naturally have to deal with very low counting statistics

for all kind of solar wind regimes. In the following we assess the goodness of both the

FSM and RSM response models over the whole ET-matrix both for the Kappa-Moyal

peak model and the 2D-Gaussian peak model.

4.6.2 Goodness and Sensitivity of the Response Model

In Figure 4.23 we analize the FSM response model for Epq-step 55 in the same way as

we did with He2+ and the iron species Fe7+ - Fe11+ in section 4.5 with the only dif-

ference that we omit the the reduced TOF histograms for brevity. As before, we only

include ET-bins with more than ten counts per bin to allow a meaningful approxima-

tion of the χ2
red value and we also exlude priority range PR5 as explained above as the

failed base rate reconstruction in this area would strongly bias the overall χ2
red value.

Thus the shown fit of the response model to the data includes 69 free count rate pa-

rameters Ni that are bijectively related to the modeled peak heights of each ion species,

Lars Berger
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respectively, while all other parameters of the model are fixed as explained in sections

4.4 and 4.5. The same conditions apply for the shown cases of the FSM Gaussian re-

sponse model in Figure 4.24. In an analog manner we have 28 free parameters for the

cases of reduced response model (RSM) fits in Figures 4.25 and 4.25 for the Kappa-

Moyal peak shape and Guassian peak shape, respectively.

From the contour plot in the upper panel of Figure 4.23 we see that the model and the

data contour levels match well at almost all parts of the ET matrix with a few devi-

ations for the Si9+ and C4+ peaks at ET-channels () and () where we can see that the

model is able to catch the presence of these peaks in the vicinity of the much larger O6+

peak, but it does not reflect their shape very accurately. On the other hand some other

features are modeled quite precisely such as the C5+ and Ne8+ peak at ET-channels ()

and (), respectively or even the Fe12+ peak at ET channel ?. Also the iron peak shapes

are modeled accurately as one would expect from subsetion ? with the only exception

that the Fe8+ peak is slightly over-estimated, although the count rate maximum close

to the position of Fe8+ can be modeled precisely.

In the middle panel of Figure 4.23 we can see that the vast majority of ET bins the

measured count rates show moderate deviations from modeled count rate below 3σ

although we find several small areas where the deviation is larger and reaches up to

6σ (mention 2 examples!) in the vicinity of O6+, C4+ and Fe10+. On the other hand

when we consider the relative residuals in the lower panel of Figure 4.23, we find small

values ∆Crel < 0.2 for the whole relevant ET-matrix where we find high count rates, so

that the observed systematic deviations in the middle panel are not crucial for count

rate determination of the major ion species. While this the case for the whole central

matrix from C5+ at the lowest TOF and ESSD channels to the iron ions Fe7/8+? -

Fe14/16?+ at the high TOF and ESSD cahnnels, the relative residuals are below 0.2,

we find large deviations for the boundaries, where the count rate is negligibly low,

except for the C6+ peak, where we can see the influence of He2+ pile-up counts (see

subsection ?). When we compare the Kappa-Moyal model fit with the Guassian model

fit in Figure 4.24, we see that several features are modeled worse, such as the C4+ and

Si9+ peaks that are not caught well by the Gaussian model besides the clear deviations

in the iron tails. Consequently, we observe on average higher relative deviations that

reach up to ∆Cσ = 10 in the vicinty of the O6+ peak and the overall goodness of fit is

significantly almost factor of 3 worse than for the Kappa-Moyal response model fit. We

also see that the some areas with large relative deviations relative residuals in particular

between C5+, O6+, C4+ and Si9+ result in larger relative residuals that are with about
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FIGURE 4.23: 2-dimensional contour plot of the full model fitted to the full ET-
histogram at Epq-step 55.

In all plots the black data contour lines correspond to 10−1/3, 10−2/3, 10−1, 10−4/3,
10−5/3, 10−2 times the maximum data count rate Cmax, which is located within the
O6+ peak. The magenta contour lines show the count rate levels of the fitted count

rate model C̃(N, R) also scaled by the maximum data count rate Cmax
. as in he previous figures the black lines represent the 50%, 10%, 5%, 1%, 0.5% and
0.5% count levels with respect to the maximum count rate in the histogram and the

magenta lines represent the corresponding levels of the model fit.
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FIGURE 4.24
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FIGURE 4.25
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FIGURE 4.26
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FIGURE 4.27

∆Crel = 0.4 comparable to the count rate and one has to be cautious with the count rate

evaluation. The same applies for the high-TOF flank of Fe8+ and Fe7+ in general.

As we discussed in Figure ?, we have to have in mind that due to the large number of

ion species in the fit part of the model deviations can be compensated by unphsyically

high count rates for certain minor species which we did not take into account in the

evaluation yet. To avoid such effects, the analysis of the count rates with the reduced

model is an important complimentary approach (both here and in the speed spectra

analysis itself in section?), so that we also compare the RSM model fits for the Kappa-

moyal and Gaussian peak shapes. In Figure ? (Kappa-moyal) we can see that the

reduction does not have dramatic effects neither on the relative deviations nor on the

relative residuals for most parts of the ET-matrix and also the model goodness is only

moderately worse (as it is still by a factor of 2 better than the model goodness for the

full Gaussian model). give some exmples and then conclude fast with the dramatically

worse Gaussian model, for whcih however in some areas the fit is ok (?) or at least it

could be ok, if the ystematic deviations do not change much over the Epq-step range,
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nbut it is obviously better to have lower deviations as these are the upper boundary of

the expectable systematic changes.

with the only exceptions at the boundaries. Thus we do not expect that the observed

systematic deviations cause dramatic errors in the count rates at least for the ion species

that dominate the count rates in the respective areas. In appendix B? we show this

comparison between CTOF PHA long-term data and fitted response model for a repre-

sentative set of Epq-steps: j ∈ {39, 50, 60, 70, 80, 86} where Epq-step is the lowest step

for which we had enough statistics to fit the full model in a numerically stable way

in the normal count rate approximation and Epq-step 86 is the highest step where the

statistics allowed this fit.

In Figures ? - ? we show the comparison between the PHA long-term data and the

Reduced Response Model at the same Epq-step 55?. As one would expect from the

lower number of ion species (29) we see in Figure ? that in some parts of the ET-matrix

the RRM fit does not model the data as good as the FRM fit in Figure ? and it also has

a worse goodness-of-fit χ2
red than the full ion model. On the other hand the contour

models match still better than for the Gaussian response model that we show for com-

parison in Figures ? - ? with the full (69!) ion set included and for which we find a very

poor goodness-of-fit value of χ2
red =?. When we consider the relative deviations for the

RRM case in Figure ?, we find a few areas with somewhat larger deviations between

the data and the fitted response model, but the relative residuals in Figure ? show again

that these deviations are of comparable order to the FRM case for all areas that are rel-

evant for the evaluation of the most abundant count rates. Also for the reduced ion set

RRM and for the Full Gaussian Response Model we show the full comparison between

data and fitted model in appendix B? for Epq-steps j ∈ {39, 50, 60, 70, 80, 86}.
When we compare the goodness of fit for the reduced and full model over all Epq-steps

given in the appendix, we find that both show decreasing χ2
red values with decreasing

Epq-step, down to identical?/very similar values of χ2
red=1.9,2? for E/q step 39/40?.

This however, does not automatically mean that the model gets actually better for low

Epq-steps but this is mainly explained with the decreasing number of total counts with

decreasing Epq-step as most ions with low and intermediate m/q values are not oc-

curring at these steps yet. With lower statistics it becomes just less visible how good

(or bad) the peak shape is determined in detail. This can be seen from the compari-

son of relative count rate difference and rel. deviation for the low Epq-steps, where

the relative residuals increase with lower Epq-steps but the rel. deviation decreases

just because the σ increases relative to the lower number of counts in each bin. On the

other hand, we find for both models increasing χ2
red values with increasing Epq-step,

since the total count rate is increasing and now the count rate σ in each bin becomes

small compared to the deviation, even when the relative count rate is small at these
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steps. for both (all?) models The reduced χ2
red values reaches its maximum around step

70 simultaneously with the maximum observed total count rates. For all Epq-steps

the calculated χ2
red values are significantly lower than the corresponding values for the

Gaussian model. When the total count rate drops again strongly around Epq-step 80

where only the ions with the lowest m/q values remain in the ET-matrix we can see

for that for the full model also the χ2
red value drops again. This also happens for the

reduced ion set (check!) but at at higher steps. 11.

We finally investigate the sensitivity of the response model to small systematic devia-

tions to check whether the calibrated configuration of peak parameters yields actually

a significant minimum in parameter space and the observed low deviations are not just

a random result due to the superposition of many ion species. In order to check in par-

ticular the ET environment of the best resolved and therefore presumably most reliable

ion species we change in Figures? -? artificially the optimized position of O6+, Si7+ and

Fe9+ for (only) +2 channels in TOF in order to observe the corresponding change in the

the rel. deviations and relative count rate differences as well as in χ2
red. As we can see

from Figure ? the biggest change is observed for the change of O6+, as one would expect

due its high relative count rate. We can easily see that now the model significantly un-

derestimates the data at the low-TOF flank of the O6+ peak while it over-estimates the

high TOF flank. The corresponding chi2 value doubles due to the arranged change. A

smaller but still clearly visible effect can be seen if we shift the TOF position of Fe9/10+

analogously by a of +2 channels which causes pronounced deviations along the TOF

axis among the iron sequence while the global χ2
red value is only increased by about ?.

Finally for Si7/8+ we do not see any significant change at all neither in the rel. deviation

or count rate nor in the χ2
red. This means that the TOF position of Si7/8+ is not that well

defined and could be easily shifted by a few channels in TOF. This illustrates well the

kind of under-determination of the peak parameters within parts of the ET-matrix with

many adjacent ions where as a consequence also the resulting speed spectra are sub-

ject to higher systematic uncertainties. On the other hand, a similar shift of the ESSD

position of ±2 channels (not shown here) yields similar results for O6+, Si7+ and Fe9+

of ∆χ2
red ≈? , so that for all corresponding elements an optimum in ESSD position is

found.

We thus conclude that, for all heavy ion species for which the the relative systematic

count rate error is on the same order of about 10%, our model is sufficiently good to

11The main reason is that in the reduced ion model the ion Mg10+ is missing which is highly abundant
in the slow wind, but less important in the slow wind and thus also the reduced χ2

red is substantially
higher for Epq-step 80 for the RRM. As the RRM set is mainly designed for application in the fast wind
scenarios, Mg10+ is not included in it for elemental consistency reasons, but it can be easily included for
future studies, as well as any other species of the FRM set ions if the physical problem requires it.
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FIGURE 4.28
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measure their VDFs with high precision and thus should be able to resolve differential

streaming on the order of a few tens of km/s.

4.6.3 Instrumental Background

As a last point we discuss the instrumental back-ground which can be defined for the

CTOF experiment as all count signals that do not represent a valid measurement of a

heavy solar wind or pick-up ion, so either the measurement of other particles (solar

wind protons, high energy particles/cosmic rays, photons) or the measurement of so-

lar wind or pick-up ions at clearly unphysical TOF or ESSD channels.

High Energy Particles / Cosmic Rays: During the whole measurement period DOY 174-

229 we found only a few (< 100) counts that we would identify we would identify as

higher energetic/cosmic ray particle as these were measured at clearly higher energy

channels in the SSD probably while a regular solar wind ion triggered a start condition

at the carbon foil. Therefore, it seems that the anti-coincidence worked reliably dur-

ing the whole measurement time and any back-ground from high energetic particles is

negligible.

Secondary UV Photons: We also find that the suppression of UV photo electrons in the

CTOF entrance system [Hovestadt], works well as otherwise these electrons would

constantly trigger start pulses in the carbon foil and thus the energy signal of many

ions would not be related to its TOF measurement any more and the ion peaks would

be much less visible in a uniform back ground. In other words, we would observe a

much lower signal-to-noise ratio.

Solar Wind Ion Energy Pile-Ups: In Figure ? we recognize that the energy shape of the

C6+ peak is actually a double-peak structure. As this Figure still shows the base-rate

uncorrected data and the lower peak is situated at about twice the ESSD position of

the He2+ peak., we conclude that this peak is caused by He2+ pile-up events where

in the case of high particle high fluxes two of He2+ ions are measured simultaneously

at the SSD surface and are assigned to only one time-of-flight measurement, virtually

doubling the energy of the detected particle. Anyway, the C6+ measurement cannot be

analyzed properly in many cases as it has the same m/q value as He2+ and is therefore

also cut-off in its speed distribution due to the interrupted Epq-stepping and thus we

do not make any efforts to correct the pile-ups. For other species no pile ups could b

observed. Solar Wind Protons: In the CTOF TCR data we do not observe any proton

signal at the nominal peak position due to the suppression by the onboard fast ana-

log identification system (PID) which during the CTOF pre-fligth tests was found to

suppress 100% of the proton counts and 90% of the helium counts [Hovestadt] due to

the control of the E/q stop-step and further filtering of the transmitted PHA data (see
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FIGURE 4.29

chapter 2?). Still, it is possible that a smaller fraction of the random coincidences that

we discuss below is due to solar wind protons that could not be identified by the PID

logic. (This last one is the major point!)

We finally turn to the most significant background contribution that results from ran-

dom coincidences of the most abundant solar wind ions, in particular He2+. In Figure

? we show the long-term PHA data for Epq-step 80 for DOY 174-220. At this step He2+

is measured at a speed of ? km/s which is close to the most frequent proton speed

over the respective measurement period and thus the He2+ random coincidences (RC)

are extremely pronounced in the ET matrix. As one would expect, the RC counts can

be found at the same energies as the He2+ (include He2+ in the plot!) peak and they

reach out with nearly constant intensity to very high TOF channels. But even if the RC

count rates are high, due to their well defined location only ions at low energies are

contaminated and due to the dependence in Eq? these ions are measured at high TOF

channels and have relatively high m/q-values such as Mg5+, Si6+, Fe7+ and Fe8+. On

he other hand, He2+ has a very low m/q value which causes that the critical ion species

are measured at much lower speeds than He2+ for the same Epq-step and thus their

speed distribution is already completely scanned before the the Epq-steps are reached

in which the He2+ random coincidences start to appear. Therefore, we do not observe

any regular count rate distributions for these ions at the shown Epq-step 80 as even
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FIGURE 4.30

Mg5+/Si6+ is measured at a very low speed of ? km/s for Epq-step 80. To illustrate

how narrow the speed band is in which the random coincidences appear, we make use

of the fact that in any case the ion speeds are still relatively close to the proton speed,

and filter the PHA data for time intervals in which the proton speed is below 345? km/s

which is about 2?3? thermal speeds lower than the He2+ speed in Epq-step 80 (even if

we assume some reasonable amount of differential speed). As a result, it can be seen in

Figure? that the RC background has vanished completely.

The relation that the He2+ random coincidences never appear at the same step in which

the actual distribution of the relevant high m/q is measured is valid both for the slow

and the fast wind as can be seen from the long-term spectra in the next chapter, even if

the speed distributions in the fast wind are considerably wider. Thus, we do not need

to cut-out the background counts in the ET data, but can separate this background in

the obtained speed spectra as it is shown in the next chapter.

As the last point, we note that we can also have a small fraction of proton random co-

incidences as these could probably not be filtered out by the PID when they appear at

higher TOF channels, but they can be sorted out in the same way as He2+ since they

appear at even higher E/q -steps as He2+. A bit more problematic are RC counts from

O6+ as these lie both at higher energies so that they can also contaminate Si7+, Fe9+ or

Fe10+ for instance and appear also at lower Epq-steps, so that they have some overlap

with these ions in particular in the fast wind. However, as O6+ is much less abundant

compared to He2+ (as can be seen from the much less pronounced tails around Epq-

step 75, that corresponds for O6+ to the most frequently measured proton speed in the
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CTOF long-term data), these events occur much less frequent and thus have a very lim-

ited statistical impact on the calculated mean speeds of the most abundant silicon and

iron ions.

He1+ random coincidences and other background e.g. heavy pick ups

4.6.4 Instrumental Detection Efficiences and Model-Related
Speed Uncertainties

- speed dependent instrumental detection efficiencies that exist besides the different

phase space coverage (discussed in section 2?) which are caused by the detection prin-

ciple.

To cause a double coincidence particles must - to pass through the carbon foil and

release enough secondary electrons from the carbon foil that trigger a start signal in the

first MCP (including efficiency of MCP itself) - to reach the SSD (after being scattered

in the carbon foil) and release again enough secondary electrons from the SSD surface

that trigger a start signal in the first MCP (including efficiency of MCP itself) To cause

a triple coincidence particles must in addition penetrate the SSD dead-layer and create

enough electron-hole pairs to create an electronic signal that exceeds the SSD energy

threshold

(All these processes are not only element specific but depend also on the energy of the

incident particles). Given a certain species of incident particles all mentioned effects

favour the detection of fast particles over slow particles as -the mean number of sec-

ondary electrons both in the foil and SSD surface increases with higher kinetic energies

of the projectile -the mean scattering angle of the particles after the foil decreases due

to lower cross-sections for scattering with the carbon foil nuclei -the mean number of

created energy-hole pairs increases with higher kinetic energy of the incident particle

This means that in the measured VDF for any given ion species we over-estimate the

faster particles compared to the slower ones and we have to estimate this systematic

effect in order to quantify for instance its influence on the calculated mean speed.

With precise simulations of each contributing sensor component also inclusing the fo-

cusing of the incident ion populations in the CTOF entrance system as well as the re-

spone of the MCPs one could in principle derive the detection efficiencies for all rel-

evant ion species as it was accomplished by [Köten] for the Ulysses/SWICS sensor,

although these models can have large uncertainties if several of the instrument param-

eters are not well-known so that a large set of possible parameter combinations arises.
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This in particular the case for CTOF where after 20 years we only have limited doc-

umentation of the sensor so that for instance we have no detailed information of the

quadrupole lens in the entrance system or of the MCP response.

Therefore, we relie for our estimations on an efficiency model for iron ions that was de-

veloped by [Aellig Phd] on the basis of calibratiton measurements with the CTOF flight

spare model and the ACE/SWICS solid stae detector which is similar to the CTOF SSD.

In Table ? in the appendix we list the estimated DC efficiencies ηDC that we extracted

from Figure 4.10 in [Aellig Phd]. These values are extrapolated from oxygen and argon

measurements with the TOF section of the CTOF sensor by H. Grünwaldt at the Max-

Planck-Institute for Aeronomy in Katlenburg-Lindau in (pc Aellig - Gruenwaldt,1998).

The measurements were performed over the energy-per-nucleon range 1-20 keV/nuc

which fully covers the energy range of all relevant solar wind ion species after the post-

acceleration. The obtained DC efficiency dependence on the partciles energy after the

post-acceleration is shown as the blue curve in Figure ?. The SSD efficiencies ηSSD are

modeled by [Aellig] on the basis of measurements of the ACE/SWICS solid stae de-

tector which is similar to the CTOF SSD, which were performed by teh University of

Bern at the ion beam facility of the University of Giessen. The SSD efficiency values

are given in Table ? and are extracted from Figure 4.14 in [Aellig PhD]. They are repre-

sented by the red curve in Figure ? which we scaled by factor of 0.33 so that the small

speed gradient of the DC efficiency is still visible. As a particle has to trigger both a

double coincidence and a valid SSD signal to contribute to the triple coincidence count

rate, we obtain the speed dependent TC efficiency for iron by a simple multiplication

ηTC = ηDC · ηTC . (4.41)

We TC efficiency is shown as the black curve in Figure ? where we also overlaid the

Eacc-range that corresponds to the relevant solar wind speed range between 300 and

700 km/s for the iron species Fe8+ and Fe12+. In contrast to other studies that focus on

elemental or charge state abundances, we are not interested in the absolute efficiencies

at of a certain ion species compared to a differnt one, but we only need an estimation of

the detection efficiency gradient over the solar wind speed range. From Figure ? we can

directly see that this gradient is very flat for both iron species as it only changes of about

? and ? over their whole relevant range and we have to keep in mind that the core of a

typical solar wind VDF is measured over a much smaller fraction of this speed range.

In the upper left panel of Figure ?, we therefore show the effect that the estimated iron

detection efficiency has on an ideal Maxwellian VDF that has a mean speed of 500 km/s

and a thermal speed of 50 km/s which are typical values for the fastest wind (check vth

again!) that we measure with CTOF in the time preiod DOY 174-220 1996. We see that
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FIGURE 4.31: Estimated Triple Coincidence (TC) efficiency for iron ions (red) together
with the Double Coincidence efficiency (blue) and the the SSD efficiency (black) which
we scaled with a factor of 0.33 to allow a better recognition of the weak effciency gra-
dient with the total ion energy Eacc after post-acceleration. The DC efficiency was
modeled by Aellig(PHD) after measurements by H. Grünwaldt with the CTOF flight
spare model and has an uncertainty of less than 10%. The SSD efficiency is mod-
eled by Aellig(PhD) after measurements of the ACE/SWICS SSD, which is similar to
the CTOF SSD. for the SSD efficiency no uncertainty was given here. Overlaid are
the Eacc-ranges for Fe8+ and Fe12+ that correspond to measured speeds (before post-
acceleration) between 300 and 700 km/s. The DC and SSD efficiency values are given

in Table ? and Table ? in the appendix.

the shape of the measured VDF Nmeas including the modification of count rates due to

the destimated etection efficiency

Nmeas(v) = η(v) · Ntrue(v) (4.42)

compared to the assumed true VDF count rates Ntrue are small which results in a very

small difference in the obtained mean speed of ∆η〈v〉 = 2 km/s. This is well below the

differential speeds ∆v ' 10 km/s that we aim to resolve. We can see from Figure ? that

the efficiency gradient is larger for Fe8+ as for Fe12+ which is a typical behaviour of

the detection efficiency with the given detection principle where the overall detection

probability is very sensitive close to the detection energy threshold and than saturates

to a an almost constant value for larger kinetic energies/speeds. Unfortunately, from

the limited laboratory calibration measurements we can only estimate the TC efficiency

for iron ions as the SSD efficiency is given for iron only by [Aellig]. However, we dis-

cussed in section ?, the low charge states of iron have the lowest speeds (Eacc/nuc) of all

ion species after passing the post-acceleration and are therefore also expected to have
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the largest efficiency gradients of all ion species and thus Fe8+, as the lowest charge of

the well-resolvable iron species, can serve as an upper estimate of the efficiency gradi-

ent for all ion species. This means that the instrumental efficiencies can be completely

neglected for our studies mainly due to the fact that the solar wind speed distributions

are relatively narrow (even in the fast wind) compared to e.g. pick-up ion distributions

where the instrumental detection efficiencies can play a crucial role (i.e. Drews/Taut

Anne fragen).

To conclude the discussion of the CTOF response model, we relate the observed sys-

tematic deviations between the CTOF response model(s) shown in Figures ? - ? (full

model pictures) to the possible effect that these deviations cause in the measured ve-

locity distribution functions. In the upper right Figure ? we assume a worst case sce-

nario for the (Full Stable) Kappa-Moyal response model in which the occuring relative

count rate deviations |∆Crel(τ, epsilon)| ≤ 0.2 translate into comparable relative ion

count rate differences ∆Nij/Nij = ∆|Ni(vj)/Nij(vj)| ≤ 0.2 and these deviations are in-

creasing systematically from −0.2 to +0.2 over the Epq-steps j that correspond to the

respective ion speeds vj ∈ [〈v〉 − vth, 〈v〉+ vth] within the core of the VDF. Mathemati-

cally, the relative deviation can be treated as an efficiency that is given by the concrete

response model and thus we obtain the measured VDF from the multiplication of an

assumed true VDF with the relative ∆Nrel . As the VDF modifications are most critical

for wide VDFs with high thermal speeds we assumed (again, mention already above)

a typical VDF in the fastest wind measured by CTOF 〈v〉 = 500 km/s with a ther-

mal speed of vth = 50 km/s. As, the gradient of ∆Nrel is considerably larger than the

instrumental efficiency gradient we find a difference between the observed and true

speed of about 7 km/s12. We note that this speed difference is not completely negligi-

ble anymore in comparison to the expected differential speeds that we aim to quantify

in the fast wind, which is exactly the demonstrated scenario. On the other hand ∆η〈v〉
is still less than 10 km/s (or corresponds to about 15% of the expected Alfven speed

at 1 AU) and we emphasize that the demonstrated estimation is clearly a worst case

scenario and not very probable to occur in suc a pure form although we constructed

it in a way that the change ∆Nrel only occurs over a limited speed range in the core

of the distribution which corresponds to less than 10 Epq-steps which might not be

completely unrealistic 13. In the lower left panel of Figure ? we increased the gardient

of ∆Nrel(v) so that ∆Nrel,min and ∆Nrel,max correspond roughly to the mean observed
12Note that this difference is independent of the assumed mean speed, but it only depends on vth and

∆Nrel , and we just chose 〈v〉 = 500 to have a realistic ratio between 〈v〉 and vth. This also emphasize that
the most critical cases appear in the fast wind, where we actually aim to resolve the differential streaming
which we do not have to confuse with these systematic response model effects.

13Note that the obtained mean speed difference is little sensitive on the exact linear increase of ∆Nrel as
one obtains similar values if one assumes for instance a step-function of the ∆Nrel that changes its value
from 0.8 to 1.2 at v = 〈v〉 as long as we do not alter the thermal speed.
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FIGURE 4.32

relative count rate changes in the critical ET-matrix areas of Figure ? or ? that show

the full and reduced response model for the Gaussian peak model. We can see that for

these values of ∆Nrel the difference between measured and assumed true VDF mean

speed is already 17 km/s which is definitively comparable to the expected differential

speeds after section 1? (ACE/SWICS plot by Lars). While this is a very conservative

estimation for the possible deviations, it is important to have these maximum system-

atic measurement uncertainties at all as the systematic errors can be much larger than

the statistical ones and cannot be estimated at all from the obtained VDFs that show

no major deviations from the expected approximately Gaussian shape. In this context,

the reduction of these upper limits for the systematic errors by more than 50% as we

can see from the comparison of panel ?, and ? is a very important component for the

reliable resolution of such subtle features as differential speeds at 1 AU. In the lower

right panel of Figure ?, we show that we increase the gradient of ∆Nrel even further

one can in principal observe very high values of ∆〈v〉 although they are completely
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artificial. While the demonstrated case is very unlikely for the dominant ion species in

the ET-matrix neither for the Kappa-Moyal nor the Gaussian peak shape (or simple box

rates) it can be easily realized for ion species with relatively low abundance in the flank

of the dominant species, in the case that we do not resolve the peak properly over all

Epq-steps and instead measure the dominant ion species flank instead of the minor ion

species itself for a part of the speed range. We come back to this point in the systematic

error estimation of the long-term-speed spectra in section ? of the next chapter. [? ]
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Chapter 5

Heavy Ion Long-Term Speed Spectra

at 1 AU

In this chapter we present the first results of our CTOF studies in the form of long-term

integrated velocity distribution functions that we call long-term speed spectra. To de-

rive these distributions functions, in a first step we integrate the base-rate corrected

PHA short term count rates Cst(τ, ε) over all CTOF cycles tvp in the measurement

period DOY 174-220 in which the simultaneously measured proton speed, obtained

from the CELIAS Proton Monitor, lies within a narrow well-defined speed range vp ∈
[vp,min, vp,max]1. This is equivalent to filtering the long-term data count rates C(τ, ε)

that we used for the response model characterization in the previous chapter 4 for

the respective cycles tvp . In a second step we then fit the CTOF response model to

these filtered long-term count rates Cvp(τ, ε) as described in Eq. 4.10 for each Epq-

step 0 ≤ j ≤ 116. From this fit we obtain directly the long-term ion count rates

Nvp
ij = Nvp

i (vj) that represent the resulting long-term speed spectra for each ion species

i that is included in the response model and now measured in a well-defined proton

speed regime.

The relatively high integrated ion count rates Nvp
i (vj) allow in a first instance for sys-

tematic reasonabilty checks of the derived speed spectra by a systematic comparison

of the measured relative ion species abundances and spectral shapes. However, In

the main instance we aim to analyze the long-term speed spectra for signatures of dif-

ferential streaming which we identify by calculating the mean speeds of the obtained

long-term speed distributions and see whether they deviate significantly from the well-

defined mean proton speeds 〈vp〉 ∈ [vp,min, vp,max].

1See subsection 5.2 for details.
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In this long-term spectra analysis one has to be aware of the fact that besides the re-

stricted proton speed the other solar wind plasma parameters such as the proton den-

sity and kinetic temperature vary in general over the extended time period and might

thus influence the occurrence and size of non-thermal plasma features. Furthermore, as

described in section 2.? also the in-situ magnetic field can influence present differential

speeds in two ways: First in the case of an actual dependence of the ion (differential)

speed magnitude on the local Alfvén speed and second by the in-situ field direction

that determines the projection of the present differential speed on the instrument mea-

surement axis and thus determines the measurable amount of occurring differential

speeds. From these considerations it is clear that one has to be cautious with the inter-

pretation of the derived long-term speed spectra, as they represent a long-time average

over different solar wind plasma and magnetic field conditions2

On the other hand, the overall measurement period DOY 174 - 220 1996 is short com-

pared to a solar cycle and as we measure at solar minimum conditions the solar wind

outflow is relatively well-structured by the large-scale magnetic dipole field of the Sun

which reduces the variability of the measured solar wind regimes. In fact as the full

investigated period only includes about 1.7 Carrington rotations, it is comparable or

even a bit shorter to typical time scales of coronal hole formation [refernce]. Therefore,

it is likely that we observe fast wind from the same coronal hole in the periods around

DOY 188 and DOY 215, so that the primary acceleration conditions of this wind might

be comparable. From this perspective the long-term averaging could be less problem-

atic, although we still have the super-imposed effects of the varying local magnetic

field.

One last important point is that the derived long-term speed spectra are naturally

weighted with the measured particle densities at each instrument cycle so that those

time periods are over-represented that have higher plasma densities (at similar proton

speeds). As we saw from the theoretical considerations concerning both ion-cyclotron

interaction and Coulomb collision in chapter 1 higher plasma densities tend to reduce

the amount of differential streaming. Therefore, if we still find significant differen-

tial speeds in the long-term speed spectra we expect this feature to be present in the

short term data as well at least over certain sub-periods in the fast wind. In these cases

the long term count rate analysis is complimentary to the short term data, since the

loss of time resolution is compensated by increased statistics and thus lower statistical

uncertainty in the observed mean speeds. Concerning the thermal speeds the situa-

tion is more complicated as even small changes of the mean speed on the order of 10

km/s which corresponds to the proton speed filter intervals that we use for our analysis

2For this reason we call the obtained long-term speed distributions in this chapter speed spectra in con-
trast to the reduced velocity distribution functions that we derive from the CTOF short term data in the next
section which are actually linked to the local plasma and magnetic field conditions during the given mea-
surement cycle.
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are comparable to the thermal speeds of the VDFs in the slow and intermediate wind

regimes. We therefore can only get a rough estimation of the thermal speeds from the

long-term measurements and consequently we investigate the thermal speeds almost

exclusively in the short-term data in chapter 6.

5.1 Derivation of Speed Spectra from CTOF PHA data

In order to derive speed spectra for individual ion species we finally apply the CTOF

response model to the PHA count data. apply the same fit as described in section

5.1? Note that for these fits we have to use the Poisson Chi2 minimization function as

for the lowest steps (corresponding to highest Epq-values) the count rates cannot be

approximated as Gaussians anymore, which however is not a problem as we already

estimated the goodness of the response model in the previous section and as discussed

in section ? the instrument response itself is constant for all times and does not de-

pend on the count statistics nor on the solar wind conditions. To conduct the fits we

use the Boyd-?-?-Goldman-Shanno BFGS fit/minimization algorithm (referense) which

is also a conjugate-gradient (Newton) method similar to the Levenberg-Marquardt al-

gorithm. -Practical reason: In contrast to Levenberg-Marquardt BFGS is implemented

in the fmin method of scipy optimize that can be used with a user-defined minimiza-

tion function, while the standard scipy optimze leastsq routine that works with the

Levenberg-Marquardt algorithm expects the standard leastsq minimization function in

Eq. ?. For the model calibration fits we used the latter method as it calculates automat-

ically the covariance matrix from which one can directly calculate the estimated errors

of the fitted ET positions and widths in section ? and ?. -We compared the obtained ion

count rates for both minimization algorithms and found differences far below the de-

viations between data and response model regardless of the count statistics. As a last

check we also compared the overall estimated count rates by the fit with the overall

number of counts in the ET-matrix and find differences on the order of a few percent

for the fits with the Kappa-Moyal response model in the long-term term data (or on the

order of
√

Ntotal for the short term data). As we only want to assign counts to the ion

species that are actually measured we can renormalize the fitted count rate contribution

at each ET-bin within a given ET-matrix j by assuming after the fit conduction that

∀tau, ε : C̃(τ, epsilon) !
= C(τ, ε) (5.1)
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so that for each ion species C̃i contribution that adds up to the model total count rate C̃

after Eq ? is corrected as

C̃i,norm(τ, ε) =
C̃(τ, epsilon)

C(τ, ε)
· C̃i(τ, ε) (5.2)

so that the final ion count rates at a given Epq-step read

Ni,norm = ∑
τ,ε

C̃i,norm(τ, ε) (5.3)

in analogy to Eq. ?. The normalization/correction procedure follows the approach in

[Berger, PhD] for the analysis of the ACE/SWICS PHA data (check! or pc if not in the

thesis). One can argue that one could include condition ? already as a boundary con-

dition/restriction in the fit itself, but this way we have an additional check how stable

the obtained VDF moments are as we can calculate them before and after the correction

in Eq ?. For a sufficiently good fit the difference in mean speed ∆〈vvnorm〉v = |〈v〉v−
〈vvnorm〉v| should be negligible in comparison to the expected differential speeds. For

all ion species that are analyzed in this chapter we find ∆v|va f ter − va f ter| ≤ 1km/s in

the slow wind and ∆v|va f ter − va f ter| ≤ 3km/s in the fast wind.

5.2 Data Selection and Sample Sizes

In the following we analyze the derived speed spectra integrated over all CTOF mea-

surement cycles within the full measurement period DOY 174-220 1996 under the con-

dition that the simultaneously measured proton bulk speed falls within a well-defined

narrow speed range. To give an overview of the number of cycles that we can in-

clude for the long-term analysis, we show in Figure 5.1 the histogram of the maximum

reached E/q-steps (corresponding to the lowest applied energy-per-charge value in the

electrostatic analyzer) for all measurement cycles in which a 5-minute average proton

speed was measured within the intervals [330 km/s, 340 km/s], [490 km/s, 500 km/s],

[500 km/s, 510 km/s], and [510 km/s, 520 km/s] and where the condition of more than

500 transmitted PHA words is met. We find that we have about a factor 10 more avail-

able cycles in the slow wind than in the fast wind, due to the low number of fast wind

streams and the unfortunate CTOF telemetry scheme (as discussed in section3?). Fur-

thermore, we also observe the characteristic two populations of ESA stop-steps in the

rising flank of He2+ (lower steps) and H+ (higher steps) which have only a small over-

lap in the slow wind and no overlap in the fast wind.

For the goal of a comparative analysis of speed spectra over a relatively large speed
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FIGURE 5.1: Distribution of included valid CTOF-cycles over the Epq-steps in depen-
dence on the filtered proton speed interval.

range it is crucial to only take into account cycles that cover a sufficiently large span

in E/q-steps in order not to artificially cut-off the low-speed part of the speed spectra.

This is particularly important for the investigation of an ion set with a wide span in

mass-per-charge since those ions with higher m/q-values are always cut-off at higher

individual speeds at the common ESA stop-step. Therefore, already before the fit of the

long-term data, we have to set an additional filter concerning the minimum stop-step

so that down to this E/q-step we can avoid count contributions from all cycles that did

not reach to this minimum step and thus for all relevant ions no bias is introduced until
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the corresponding speed is reached. In order to find a compromise between the high-

est possible number of included cycles and a reasonably wide speed range for a high

number of ion species it is a natural choice to set the minimum stop-step filter in the

gap of the bimodal stop-step distribution. This way, we lose a considerable fraction of

the cycles, but as can be seen in Figure 5.1 the statistics of our sub-sample is still com-

parable to the overall number of cycles in the selected proton speed bins. On the other

hand, this allows for a speed scan of ion species with mass-per-charge values as low as

m/q =2.3 down to about 2 thermal speeds below their speed distribution maximum as

we show below.

For the following comparison of speed spectra in the slow and fast wind, we choose the

proton speed ranges of [330 km/s, 340 km/s] and [500 km/s, 510 km/s], respectively.

While for the slow wind case the choice of the proton speed bin is not critical in terms of

cycle statistics and we just choose a bin close to the minimum speed that can be reliably

measured by the CELIAS proton monitor, for the fast wind case we see from Figure 5.1

that going from the [490 km/s, 500 km/s] to [500 km/s, 510 km/s] proton speed inter-

val, we find a relatively large drop in cycle numbers in particular in the population of

high stop-steps that we decided to use for our investigation (57 compared to 22 valid

cycles). We therefore use the proton speed interval [500 km/s, 510 km/s] and set the

minimum ESA stop-step filter condition inclusively on E/q-step 68 to utilize the full

cycle statistics of the higher stop-step population. Analogously, we set this condition

inclusively at E/q-step 90 for the slow wind case. This leaves us with a sample size of

? cycles in the slow wind bin [330 km/, 340 km/s] and 57 cycles in the fast wind bin

[500 km/s, 510 km/s] which corresponds to a total measurement period of ? and about

five hours, respectively. While the slow wind sample is measured over several periods

over the whole measurement period, consisting of time spans up to several days, the

fast wind is measured on 4 days only: DOY?,?,?,? containing measurement periods of a

few minutes to hours. Due to the large time difference between DOY ? and DOY ? 1996

we can assume that the measured wind has contribution from different coronal holes,

even if the number of samples from DOY is relatively small (?).

5.3 Spectra Analysis

Besides a qualitative comparison of the spectral shapes and a check of relative abun-

dance ratios we focus in our analysis of the long-term count rates on the determination

of the heavy ion bulk mean speeds. In principle we calculate the mean ion speeds as
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FIGURE 5.2: Long-term accumulated speed spectra for O6+ and O7+ under the con-
dition vp ∈ [330 km/s, 340 km/s] for DOY 174-220 1996. The spectra are shown in
linear (left) and logarithmic (right) count rate scale. Estimated mean speeds from the

Gaussian fit: O6+: 332 km/s, O7+: 332 km/s

the first moment of the speed distribution:

〈v〉 = 1
C
·

smax

∑
i=smin

ci · vi (5.4)

where ci are the phase-space corrected counts measured within each speed bin [vi −
∆v/2, vi + ∆v/2[ , vi is the ion speed at each E/q-step i calculated with Eq? and ∆v is

the acceptance of the electrostatic analyzer given in Eq ?. As explained in the previous

subsection the counts ci are integrated over all valid CTOF cycles with respect to the

proton speed range and C is the total number of phase-space corrected counts mea-

sured in all relevant steps smin ≤ s ≤ smax for the respective ion species. To illustrate

the relevant step range we demonstrate the spectra analysis for the cases of O6+ (blue

circles) and O7+ (red circles) in Figure ? for the slow wind and Figure ? for the fast

wind. For both species all assigned counts down to a minimum threshold of 0.1 are

shown for the relatively wide speed speed range between 150 and 650 km/s. In gen-

eral, O6+ has the best statistics of all heavy minor ions, while the count rates of O7+ are

comparable to C5+? and Ne8+? in the slow wind, and to the dominant charge states

of iron and silicon in the fast wind where we have in general lower counting statistics.

In the comparison of the fitted Gaussians (=1D Maxwellians), we can see in particular

in the slow wind case that each spectrum consists of a thermal core and a supra- (and
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even sub-) thermal tail. We see that the Maxwellian approximation also holds well for

the measurable slow wind flank of the fast wind distributions down to at least 2 ther-

mal speeds for both ion species, while the high speed flank shows a transition into a

suprathermal tail at about 3 thermal speeds for O6+ and one thermal speed for O7+,

although it is probable that the fit does not cope well with the larger variations in count

rate in the O7+ spectrum.

Therefore, we use the simple moment formulation of Eq? to calculate the mean bulk

speeds of the speed distributions within different environments around the ion speed

with the maximum corrected count rate cmax. These environments are illustrated in

Figures ? and ? as vertical blue lines for O6+. The most narrow environment is lim-

ited by the speed values on both flanks of the spectrum where a running average of

the corrected count rate drops (the first time) below a value which is 0.61 times lower

than cmax. This relative value corresponds to the 1σ environment if the distribution had

exactly Maxwellian shape. Accordingly, we limit the 1.5σ and 2σ environments at the

speed bins where the distribution drops below values of 0.32 · Nc,max and 0.14 · Nc,max,

respectively. The 2σ-environment is also marked for O7+ as red vertical line. We use

the running average to ensure a higher stability in the presence of non-monotonous

flanks of the spectra as seen in the fast wind spectrum of O7+. In the slow wind the

running average is calculated over 3 adjacent speed values only, to be applicable for the

relatively cold ion distributions, while in the fast wind we use a running average of 5

adjacent speed values.

When we compare the fitted mean values for O6+ and O7+ with the calculated mo-

ments, we find very good agreement for the slow wind with a maximum speed differ-

ence of 2 km/s between all calculated mean speeds. In the fast wind we find the same

picture for the case of O6+, with a maximum difference of 3 km/s. For O7+ the fit gives

a lower value of 522 km/s because it most likely underestimates the high speed flank

while the presumed 1σ-environment moment gives a very high value of 549 km/s be-

cause it is centered around the most frequent speed which is probably just the effect

of a large statistical fluctuation in this case3 Finally, with identical values of 331 km/s

the 1.5σ- and 2σ-environment moments probably give the most realistic estimate for

the mean speed in this case. On the other hand, if we do not observe clear systematic

features that let us suppose a true physical spectral shape difference, one can consider

the difference between the calculated mean speeds within the different environments

as an indicator of statistical stability of the derived mean speed. This is of additional in-

terest because the true statistical uncertainty is otherwise hard to determine since one

3These large count rate variations are the result of relatively large peak overlaps in ET-space and the
(still) limited count statistics for less abundant ions. Note that the presented spectra show the base-rate
corrected count rates that are often a factor of 20-50? higher than the truly transmitted PHA counts for ion
species in the priority ranges 3 and 4. A reduction of the fluctuations can be achieved by including less
ions into the fit as it is discussed in section ?.
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would have to ultimately propagate it from the non-normally distributed count rate

uncertainty for each bin within the ET matrix where the count statistics are even super-

imposed with the telemetry priority scheme.

As the last point, we check that the artificial cut-off of the ion spectra at the ESA stop-

step does not influence the calculation of the mean speeds. As can be seen in Figures ?

and ? the spectra reach different minimum speeds as a result of the ions’ different m/q

values with the O7+ scan finishing at a higher minimum speed. However, we note that

the observed minimum speed corresponds to the absolute maximum E/q-step reached

within all valid cycles which belongs to E/q-step 95 in the selected slow wind range

and to step 74 in the fast wind range as can be seen in Figure ?. The important speed for

O7+ in the slow wind is vstop,slow =? km/s which belongs to to our selected minimum

stop-step 90, and vstop, f ast = belonging to stop-step 68 in the fast wind. While in the

slow wind due to the cold plasma the lower boundary of the 2σ-environment (v2σ=?) is

far away from vstop,slow, the boundary is much closer in the hotter fast wind (v2σ, f ast =?)

but still above the critical value vstop, f ast =. Finally, we find a drop of the count rate

starting for both ions shortly after the respective stop-speed is reached, which is not

physical but just the end of the E/q-scan for a rapidly increasing number of cycles be-

tween step 90 and 95 in the slow wind and 68 and 74 in the fast wind. For O6+ the

same thing happens at lower speeds and is thus less critical. In fact O7+ is the ion with

the lowest mass-per-charge (m/q = 2.29 amu/e) that we include in the analysis and

is therefore supposed to be the most crucial case, but we also applied the same check

to all analyzed meaningful ion spectra to exclude that ion species with slightly higher

mass-per-charge values are affected in case thy show considerably wider/broader dis-

tributions than O7+.

5.4 Slow Wind Speed Spectra

as a reliability check for our response model and count rate analysis, - in particular we

can check elemental and charge state distributions and compare them with expectation

values in the slow and fast wind to be sure of the ion identification and separation/ion

resolution in our response model - look at the shape of long term speed spectra to see

which ion species are well resolved statistically over the whole relevant speed range

mention 4 criteria: - reasonable elemental abundance - reasonable charge state distri-

butions - reasonable VDF shape - small differences (errors) in the mean speed for the

1,1.5, 2.0 sigma environment
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FIGURE 5.3: Long-term accumulated speed spectra for O6+ and O7+ under the condi-
tion vp ∈ [500 km/s, 510 km/s] for DOY 174-220 1996. The spectra are shown in linear
(left) and logarithmic (right) count rate scale. In the linear scaling the count rates of
O6+ are scaled down by a factor of 0.2. Estimated mean speeds from the Gaussian fit:

O6+: 532 km/s, O7+: 522 km/s.

alternative formulation: high count rates allow in a first instance for systematic reason-

abilty checks of the derived speed spectra for all included ion species by analyzing the

following points for each species such as - the measured relative abundance compared

to the most abundant solar wind ion species - the measured relative abundance com-

pared to the other charge states of the same element - the observed shape of the speed

distribution in particular the level of count rate fluctuations between the speed bins vj

that correspond to the scanned Epq-steps

In the following Figures ? to ? we present the measured speed spectra for the full ionlist

model, derived in section ?.

The model takes into account 69 ion species of the elements carbon, nitrogen, oxygen,

neon, magnesium, silicon, sulfur, calcium, iron, and nickel which lie in the CTOF PHA

priority ranges 1-4. For a detailed analysis we chose 42 of these species, among them

the ones with the highest relative abundance for each element with the exception of ion

species with mass-per-charge below 2.2 amu/e because these ions are cut-off at rela-

tively high speeds by the ESA stop condition so that it is hard to evaluate their spectra

as discussed in the previous subsection?. The analyzed ions span a range in mass-per-

charge from about 2.3 amu/e (O7+) to 8.4 amu/e (Ni7+) (maybe mention only at the

end!).
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FIGURE 5.4: Long-term accumulated speed spectra for C5+ - Fe10+ under the condition
vp ∈ [330 km/s, 340 km/s] for DOY 174-220 1996. The spectra are shown in linear (left)
and logarithmic (right) count rate scale. In the linear scaling the count rates of C5+,
o6+, Ne8+, and Mg10+ are scaled down by a factor of 0.5, 0.2, 0.5, and 0.5, respectively.

In Figure ? we show the spectra for relatively abundant and well-resolved charge states

of the elements carbon, oxygen, neon, magnesium, silicon, sulfur, and iron in linear

(left) and logarithmic (right) count rate scale. Note that for better comparison we scaled

the count rate of O6+ with a factor of 0.2 and the count rates of C5+, Ne8+ and Mg10+

with a factor of 0.5.

We find for all depicted ions a very similar spectral shape, in particular in the (approx-

imately Maxwellian) core of the distributions.

-speed spectra for solar wind bin 330-340 km/s mean speed 8both density weighted

and not) is 335 km/s, shown as vertical black line in Figure ?.
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FIGURE 5.5: Long-term accumulated speed spectra for C4+ - C5+ under the condition
vp ∈ [330 km/s, 340 km/s] for DOY 174-220 1996. The spectra are shown in linear (left)

and logarithmic (right) count rate scale.

-show the best resolved ions of each element C-Fe, in most cases the one with the high-

est relative abundance in the slow solar wind regime (O6+, Ne8+,Mg10+s9+?, Fe10+),

but in some cases just the best resolved one due to its position in ET space as the charge

state of the given element with highest rel abundance in the close ET environment

(C5+, Si8+). -all distributions show a very similar spectral shape: -(all) consist of a

Maxwellian core out to 2-3 thermal speeds (which is on the order of 10 km/s) -and

a suprathermal tail that can be measured to about 500-600 km/s and which follows

a power law which has a slightly smaller larger slope for the very heavy ions Mg-Fe

compared to the lighter heavy ions C5+, O6+ and Ne8+. - also subthermal tail can be

observed from about 300 km/s down to the respective measured minimum speeds of

the ions (e.g. 250? km/s for O6+) -the calculated mean speeds are all very stable for

each of the selected ion species within the [1,2] sigma environment (max difference 2

km/s) - and they also show all very similar speeds among each other (max difference 3

km/s) - however, all mean speeds lie significantly below the simultaneously measured

proton speed by about 2-4 km/s. On one hand this is a very small value compared to

the overall ion speeds, but it is statistically significant if we compare it to the deviations

of the speeds among each other. - This difference can be due to systematic measure-

ment errors which we estimate on the order of a few km/s for the most abundant ion

O6+ and up to 10 km/s for most of the other ions (compare last section of this chapter),

but could also be the result of small systematic errors in the proton speed, hich can be

easily on the order of a few km/s (compare Ipavich paper, Ipavich pc?), but certainly
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below 10 km/s.

Before continuing with the comparison of the individual charge states of each ions,

we apply a plausibility check to the observed relative abundances. -different relative

Ratio: Prediction
CTOF

NO6+/ log(Tel/K) = 6.1 log(Tel/K) = 6.2
NC5+ 4 7 7
NN6+ 18 12 17
NNe8+ 5 4 4
NMg10+ 7-22* 5-14* 7
NSi8+ 14-41* 40-120* 21
NS9+ 76 78 60
NCa10+ 124-372* 171-513* 250
NFe10+ 17-52* 28-85* 30
NNi9+ 210-631* 349-1047* 500

TABLE 5.1: Ion species abundances relative to O6+: predicted vs. measured with
CTOF in this work. The predictions are derived from the combination of the observed
elemental abundances in the solar corona and the Arnaud and Rothenflug model for
ionization and recombination rates at a given plasma electron temperature Tel . The
prediction uncertainty for elements denoted with * are due to the problematic estima-
tion of the FIP effect for these low-FIP elements which might enrich the listed ions by
a factor of 3 [Aschwanden]. The values of Tel in the coronal source region of the slow
solar wind are taken from earlier CTOF measurements during the same time interval

as our measurement [Aellig]. For details see text.

abundances with Aschwanden/Arnaud Rothenflug model -low FIP elements always

compatible with both temperatures, but mean is closer to 6.1 in particular for Mg10+,

-C5 and Ne10 better with 6.2 (exact) -N6 and S9 closer to 6.1, N6 compatible with 10

percent error of our measurement, for S9 20 percent error jsut not reaching it (61). con-

clusion: not all elements are compatible with the estimtation of th temperatures, but

both Aschwanden measurements (factor3) and Arnaud Rothenflug have large error-

bars and underlie probably real fluctuations (already Geiss showed for the slow solar

wind with Ulysses, that often the in-situ measurement cannot reproduce the theoretical

model of charge states but the measurement tends to be an overlap of source regions

with different temperature ranges). So overall reasonable (all within about 1.2 of at

least one temperature range).

We now briefly discuss the spectra of the different charge states of each element among

each other. These are shown in Figures ? to ?.

C: C4 is much less abundant then C5 which on expects in the slow wind. The speed

distribution looks more asymmetrical in the core than one would expect, but we would
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FIGURE 5.6: Long-term accumulated speed spectra for Si7+ - Si11+ under the condition
vp ∈ [330 km/s, 340 km/s] for DOY 174-220 1996. The spectra are shown in linear (left)

and logarithmic (right) count rate scale.

not claim this as significant because the quality of the model varies a bit from one E/q-

step to the next, in particular at the flanks of more abundant ions and if the count rate

at speed 325 dropped by 50% the distribution shows a much more symmetrical shape.

Already now the mean speeds are calculated to relatively similar values between 330

and 334 km/s. The same effect can be observed in the logarithmic presentation where

we find a few low count rate outliers in both the C4+ and C5+ spectra.

N: The general problem with nitrogen is that although it has a relatively high elemen-

tal abundance, it lies between the even more abundant elements carbon and oxygen, so

that it is still challenging to resolve reliably. Only for N6+ a reasonable speed spectrum

could be resolved which is one of the charge states with high relative abundance. The

mean speed is calulated to about 340 km/s which is already a statistically significant

deviation from all other well-resolved ions, but nevertheless it is not completely off.

The other theoretically expected charge state N5+ cannot be resolved reliably because

it lies in the right flank/tail of O6+.

O: As we discussed the O6+ and O7+ spectra already above, we just mention at this
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FIGURE 5.7: Long-term accumulated speed spectra for Fe7+ - Fe13+ under the condi-
tion vp ∈ [330 km/s, 340 km/s] for DOY 174-220 1996. The spectra are shown in linear

(left) and logarithmic (right) count rate scale.

point the exceptional similarity of the suprathermal tails, that show the same slope out

up to at least 500 km/s, which might question the importance of local m/q-dependent

acceleration processes in the low suprathermal speed range. Ne: For Ne the charge

state with by far the highest relative abundance is Ne8+ which is due to the noble gas

configuration reached when it loses all outer shell eclectrons, similar to O6+ and (in the

slow wind) Mg10+.

As discussed above Ne8+ shows a high similarity in its spectrum with the other well-

resolved ions. Since the relaitve abundance of Ne8+ is not scaled down here, the mea-

sured number of counts for Ne7+ are exceptionally high, so it might be the case that

most of the counts assigned to Ne7+ are actually O6+ tail counts since NE7+ lies in

close proximity to O6+ in its high-tof flank. This would also explain the slightly slower

mean speed of Ne7+ that only starts to increase in count rate at a lower E/q step where

O6+ with a slightly lower m/q-value enters the instrument. As expected, Ne4+ and
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FIGURE 5.8: Long-term heavy Ion mean speeds as a function of the ions’ mass-per-
charge derived from the CTOF Full Stable Response Model for DOY 174-220 1996 un-

der the condition vp ∈ [330 km/s, 340 km/s]

Ne5+ cannot be resolved.

Mg: For Magnesium the most abundant charge state in the slow solar wind is as ex-

pected Mg10+. In Figure ? its spectrum is scaled by a factor of 0.1 to make it com-

parable to the other charge states. As discussed above Mg10+ shows a very similar

spectral shape as the other well-resolved ion species, but also Mg6+, Mg7+, and Mg8+

show reasonable spectral shapes. However, Mg9+ does not appear at all, so either it is

completely absorbed by O6+, or the spectra of lower charge states are mostly falsely as-

signed counts from adjacent ion species. In particular the most abundant silicon charge

states Si7+, Si8+, and Si9+ have very similar m/q values and in particular for Mg6+ a

false assignment of Si7+ counts is the most likely scenario, since its expected relative

abundance is more than 2 orders of magnitude less than the one for Mg10+ at a coro-

nal electron temperatures of 106.1 K. On the other hand, the theoretical charge state

abundances of magnesium are highly sensitive to the electron temperature, which is

probably not that well-defined and Mg7+ and Mg8+ are only about 1-1.5 times less

abundant than Mg10+ and this order seems to match quite well for Mg8+ and might

be also realistic for Mg7+, which both do not lie exactly at the same speed of Si8+ and

Si9+. Thus, we consider the magnesium charge states Mg6+ - Mg9+ as a case for fur-

ther investigations where the response model has to be punctually improved to find

conclusive results.
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FIGURE 5.9: Long-term heavy Ion mean speeds as a function of the ions’ mass-per-
charge derived from the CTOF Rdecued Stable Response Model for DOY 174-220 1996

under the condition vp ∈ [330 km/s, 340 km/s]

FIGURE 5.10

Si: describe ion species to the end

describe in a 1 -3 sentences that we also used the reduced response model
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5.5 Fast Wind Speed Spectra

captionLong-term accumulated speed spectra for C5+ - Fe10+ under the condition

vp ∈ [500 km/s, 510 km/s] for DOY 174-220 1996. The spectra are shown in linear (left)

and logarithmic (right) count rate scale.In the linear scaling the count rates of C5+,

O6+, Ne8+, and Mg10+ are scaled down by a factor of 0.5, 0.2, 0.5, and 0.5, respectively.
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captionLong-term accumulated speed spectra for C4+ - C5+ under the condition

vp ∈ [500 km/s, 510 km/s] for DOY 174-220 1996. The spectra are shown in linear (left)

and logarithmic (right) count rate scale.
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FIGURE 5.11: Long-term accumulated speed spectra for Si6+ - Si10+ under the condi-
tion vp ∈ [500 km/s, 510 km/s] for DOY 174-220 1996. The spectra are shown in linear

(left) and logarithmic (right) count rate scale.
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FIGURE 5.12: Long-term accumulated speed spectra for Si6+ and S9+ under the condi-
tion vp ∈ [500 km/s, 510 km/s] for DOY 174-220 1996. The spectra are shown in linear

(left) and logarithmic (right) count rate scale.
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FIGURE 5.13: Long-term accumulated speed spectra for Fe7+ - Fe13+ under the condi-
tion vp ∈ [500 km/s, 510 km/s] for DOY 174-220 1996. The spectra are shown in linear

(left) and logarithmic (right) count rate scale.

-describe each ion species spectra fast and also how the charge states shift -

- some relatively abundant ion species do not show credible spectra at all: Si7+-Si9+,

reason: fit not stable over all steps where other ions with comparable abundance are

included (S, and Mg in case of Si), problem could not be solved with small systematic

variation of positions, therefore we conclude that the fit cannot resolve these ions with

the given statistics. Similar effects can be expected for other ion species: mainly Mg

and Ne charge states, C and N, but also Ca and Ni with less abundant charge state of

Fe: Fe7+ Fe12+, Fe13+). Therefore we reduce the number of ions, knowing that the

results in particular for silicon are combined results for Si and S and for Si7 (and 8+?)

also with Mg6? and Ca10+?.
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FIGURE 5.14: Long-term heavy Ion mean speeds as a function of the ions’ mass-per-
charge derived from the CTOF Full Stable Response Model for DOY 174-220 1996 un-

der the condition vp ∈ [500 km/s, 510 km/s]

FIGURE 5.15: Long-term heavy ion mean speeds as a function of the ions’ mass-per-
charge derived from the CTOF Reduced Stable Response Model for DOY 174-220 1996

under the condition vp ∈ [500 km/s, 510 km/s]
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FIGURE 5.16: Long-term heavy ion mean differential speeds in units of the extrapo-
lated Alfén speed as a function of the ions’ mass-per-charge. The ion mean speeds are
derived from the CTOF Full Stable Response Model for DOY 174-220 1996 under the

condition vp ∈ [500 km/s, 510 km/s]

FIGURE 5.17: Long-term heavy ion mean speeds as a function of the ions’ q2/m-value
derived from the CTOF Full Stable Response Model for DOY 174-220 1996 under the

condition vp ∈ [500 km/s, 510 km/s]
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However in case of Si7+, S8+, Mg6+ and Ca10+ these ions lie all at he same mass-per-

charge, so that these have to be treated similar in a theoretical analysis, for Si8+,S9+ and

Si9+, Mg10+ the difference in mass-per-charge is ?, this small deviations are possible,

but silicon is by far expected to be the dominant component, so that we list all these

ions as Si in the following Figures, but denote the included non-resolvable species in

the caption.

explain: the summary plot: criteria for the ion species plot:
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5.6 Model Comparison and Systematic Error Estimation

FIGURE 5.18: red. chi2 as a function of the universal tail parameter scaling factor,
change this figure to show both error intervals: 0.15 to 0.75 and 0.25 to 0.55
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FIGURE 5.19: Long-term accumulated count spectra

FIGURE 5.20: Long-term accumulated count spectra
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FIGURE 5.21



Chapter 6

Heavy Ion Kinetic Properties

Derived from Short-Term Velocity

Distribution Functions at 1 AU

6.1 Short Term Data Analysis

introduction: long term data is in general problematic due to possible integration over

a wide range of plasma conditions: -naturally periods with higher particle densities are

over-represented -even if certain plasma parameters are similar (such as speed) others

can vary massively and the wind type is different -so one has to be careful with the

interpretation, especially problematic if only limited set of parameters is available -

finally we can make time series of short term data, and if magnetic field is available

(at a later time, even with limited time resolution, see outlook) we can compare our

measurements with that.

As we can only measure the full amount of the present differential speeds ∆v when the

B-field is well-aligned with the instrument axis while in all other cases we underesti-

mate ∆v we expect that the amount of differential speeds is

Despite the fact that the solar wind conditions are better defined during the measure-

ment, a second major advantage of the short term data analysis is that one can relate

the different observations to each other in time, i.e. by creating a time series of the

differential speed and comparing it with other parameters.

159
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6.1.1 Short Term Count Assignment

explain short time fit method in detail: plots: -show fit on 5 minute statistics -show fit

with artificial data and that the mean values of the important ions turn out to be correct

-Plots: Ions overlap in the model (1 Plot consisting of 8 Subplots comparing two steps in

two models with two ionlists of different length (one is the ionlist used for the long term

fits and one is a reduced one, that we will use for the hourly ion abundances): show

the large overlap (maybe plot also 5 minute cycle data into it) and the low statistics,

show some expected variation with model, but main variation goes with the number

of included ions -Ions per count histogram for the moyal model for two different steps

with two different lists for 5-minute, 1 h, (2-4h?) data in fast and slow wind. -show

at which time resolution we have a factor of at least ten between counts and ions, so

that we can resolve variations between the major ions of a factor of ten (one order of

magnitude) for all steps within the 3(-5) sigma environment of the expected thermal

speeds (see previous chapter) - if time: show with artificial data that these ions are

well-separated to resolve this ratio - time line of relative ion abundances O6+/O7+,

C4+,C5+, Si7+,Si8+,Si9+, Fe8+ - Fe12+, so that one can see the change in slow and fast

solar wind. - show multiplication for one 5-minute time stamp

6.1.2 Derivation of Short Term Heavy Ion Velocity Distribution Functions
and Moment Calculation

Once we obtained the base-rate corrected Epq-step speed spectra as explained in the

previous subsection, the derivation of the short-term VDFs follows the same procedure

as explained in section 3.? with the only difference that this time the spectra have

naturally the full resolution of 117 Epq-steps. We therefore only have to convert for each

ion species the Epq-steps to the corresponding ion speeds after Eq ? and then multiply

the count rates with a factor of cps,cor = 1/v2 to correct for the instrumental phase space

coverage as explained in subsection 2/3.?. Finally, we obtain the reduced 1D velocity

distribution functions from which we can calculate the first and second moment to

derive the mean and thermal ion speeds for each 5-minute CTOF/measurement cycle.

Similar to the analysis in the previous chapter, we only include cycles with a sufficient

number of PHA words (NPHA,min ≥ 500) and we have to ensure that these moments

are not biased by the instrumental cut-off due to the interruption of the ESA stepping.

In contrast to the long-term analysis we have to ensure now for each cycle individually

that the moments that we derive from the VDF are not influenced due to this artificial

cut-off. This is done by looking up the maximum reached Epq-step corresponding to
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FIGURE 6.1

the lowest measured speed at each cycle and then mirroring this speed to the upper

flank of the VDF to obtain the maximum included speed for a symmetrical moment

calculation. Thus, we calculate the mean speed as

〈v〉 = 1
C
·

smax

∑
i=smin

ci · vi (6.1)

where the lowest speed is the ESA cut-off speed vs,low := vs,cut ≤ vs,max and the highest

included speed vs,up is the highest speed vs that fulfills

vs ≤ vs,cmax + (vs,cmax − vs,cut) , (6.2)

so that we obtain a symmetric speed range around the most frequently measured speed

vs,max with the highest observed count rate Cmax. Naturally, this approach only ensures

an unbiased calculation of the mean speed, when a sufficiently large part of the VDF
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FIGURE 6.2: Substitute velocity by speed!, Adapted after Janitzek2016

is scanned to ensure that the actual most probable speed (that one would calculate if

the VDF was not cut) is not even below the cut-off speed. For all (major) ions with

mass-per-charge equal or larger than the mass per-charge of O6+ (m/q & 2.7) we find

that the average speed difference ∆v = vs,cmax − vs,cut observed in the roughly 104 short

term data VDFs is at least ∆v & σv for all proton speed regimes1, where σv is the stan-

dard deviation of the measured long-term speed spectra which is about 15 km/s in the

slow wind and 50 km/s in the fast wind. This corresponds to a difference of 2 and

5 Epq-steps, respectively. Assuming again approximately 1D-Maxwellian/Gaussian

distributions, we can conclude with the given counting statistics (mention at the begin-

ning in chap2!) that the mean speeds of these ion species calculated with the described

1Compare Figure 6.? for the minimum cut-off steps in the slow and fast wind.
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symmetrized speed-range method are statistically very unlikely to be biased, as the

probability that the actual most probable speed lies below the ESA cut-off speed for a

significant number of VDFs is very low.

-explain how to deal with He2+ random coincidences

-describe calculation of the thermal speeds either here or later! (maybe do not declare

the moment calculation as its own subsection if not necessary)

-if time: show typical plot of 5 min dist for Ne8+/C5+/O6+ and F8+ with application

of both above points

6.2 Heavy Ion Differential Speeds Derived from Short-Term

PHA Data

6.2.1 Differential Speed Time-Series

All (≈ 10000) calculated mean ion speeds for DOY 174-220 in 1996, that are calculated

for the major ion species from the CTOF PHA data as described in the previous section

can be visualized as a time series that is shown in Figures 6.3 and 6.4. In the Figures we

present the mean ion speeds of O6+ (black), Si8+ (cyan) and Fe10+ (brown), together

with the solar wind proton speed (green), measured by the CELIAS PM. In the upper

panel of Figure 6.3 we show an overview over the whole measurement period, that con-

sists of only two subperiods DOY ? - ? and DOY ? - ? 1996 where we measure speeds

that are be classically assigned as fast wind above vp & 500 km/s (only) regarding the

solar wind proton mean speed. Can be related to coronal holes ?, lower ion charge

state composition for silicon and iron (not shown here) confirms that. We further ob-

serve several subperiods of intermediate speeds between 400 km/s and 500 km/s. and

two longer perios of slow wind below 400 km/s at DOY ? - ? and DOY ? - ? 1996. Time

intervals with vth < 21 km/s were excluded due to artificial signatures (as explained

in section? , and these time periods were only found at very slow wind conditions, that

we excluded and marked with a gray shadow.

In the middle and lower panels of Figure we show the subperiod between DOY ? and ?

in the slow solar wind while in the lower panel the subperiod ? - ? is shown, containing

slow and intermediate wind speeds. Note that this distinction between slow, fast and

intermediate corresponds quite well to the identified speed regimes in Figure ? of chap-

ter 3 where we analyzed the differential streaming with the CTOF matrix rate data (and

of course identical proton speed measurements). For the slow solar wind period we see

that there are no periods of clear positive differential speeds ∆vip � 10 km/s between
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FIGURE 6.3: Mention that only very few extrem outliers are found from the fits.

the heavy ions and the protons recognizable, but only one short period of small nega-

tive differential speeds at DOY 178. In the time interval DOY 195-200 we can at some

periods recognize some small differences between the protons and ions on the order of

maximum 20 km/, but with no clear structure, as sometimes the heavy ions are faster

than the protons (e.g. beginning of DOY 195, end of DOY 199) and at other times it is

the other way around (e.g. mid of DOY 196, end of DOY 198). The only general feature

that one might already recognize in the slow and intermediate wind is that among the

heavy ions, the iron speed tends to be the lowest in most cases.

When we now focus on the fast wind streams in the upper two panels of Figure 6.4
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(which for direct comparison are depicted with the same scaling on the y-axis as the

two lower panels of Figure ?) we find a qualitatively different picture. One now ob-

serves in the upper panel over an extended period of about a day (end of DOY 185

- end of DOY 187) that all heavy ions stream faster than the protons with a differen-

tial speed of about 20 km/s (mainly for Fe10+) and 30-40 km/s (mainly for Si8+ and

Fe10+). This extended period coincides with the highest proton speeds in the given

subperiod containing the full fast stream. At somewhet lower proton speeds of around

450 km/s i.e. between the beginning of DOY 187 and the mid of DOY 188 the pattern is

again more complex with O6+ and Si8+streaming mostly faster than the protons while

Fe10+ streams partly faster and partly slower than the protons. In the middle panel

of Figure 6.4 we see a rapid transition from a slow to a fast wind structure on DOY

213 1996 (that typically occurs when the fast wind runs into the slow wind at so-called

corotating interaction regions in the inner heliosphere, Hefti paper?). Between midday

on DOY 213 until the end of DOY 215 we find a fast stream with proton speeds more

than 500 km/s almost over the entire mentioned period, but with a smaller structure

of 3 periods with even faster wind up to about 550 km/s. A zoom of this fast wind

period/stream is shown in the lower panel of 6.4, from which we can see that differ-

ential speeds of about 50 km/s are reached within the first substream?Hefti? (mainly

for O6+) while in the second substream the differential speeds are on the order of 20-

30 km/s before they increase again in the beginning of the third substream where they

reach up to 40-50 km/s again before the slowly reduce to about 20 km/s by the end of

this fast stream. This observation, is interesting as the proton speed is about equal at the

beginning of each substream, but the differential speed behaves differently. This might

have the simple explanation of a magnetic field co-aligned with the measurement axis

in the first and the third case but almost perpendicular alignment in the second case.

On the other hand we observe that both in the first and the second stream the heavy

ion speeds are well-ordered by mass-per-charge (with the highest speed observed for

O6+ as the ion species with the lowest m/q) while in the second substream the all ion

speeds are much closer together with average differential speeds among each other of

less then 10 km/s. Such coinciding features could in general be a signature of differ-

ent acceleration/regulation mechanism dominating in the different streams. Yet, such

observations are on the edge of the CELIAS measurement uncertainties and have to be

investigate on a solid statistical basis, preferably with independent experiments with

high time- and speed resolution (and ideally in-situ magnetic field measurements). In

the following, we focus on a statistical analysis of the differential speeds that can be

compared to the results obtained from the CTOF matrix rate data in chapter 3.
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FIGURE 6.4: Mention that only very few outliers are found from the fits.

6.2.2 Statistical Analysis of Differential Speeds

-We want to make a statistical study with the differential speeds calculated as described

above from 5-minute cycle, derived from the CTOF matrix rate data over the period

DOY 174-220 in 1996. In Figure 6.5 and 6.6 we present the 2-dimensional histograms of

the ion-proton differential speeds ∆vip of the well-resolved ion species C4+, O6+, Si7+

- Si10+, Fe8+ - Fe11+ versus the simultaneously measured proton mean speed for the

full time period DOY 174-220 in 1996. In these Figures we show the absolute measured
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number of occurrences for a combination (vp, ∆vip) within a given (proton speed, differ-

ential speed)-bin, while in Figure 6.7 we also depict the respective 2D-histograms for a

selection of ion species C4+, O6+, Si7+, Si8+, Fe9+ - Fe10+ with the respective frequency

of occurrence for every ∆vip − vp bin normalized to 1 within each proton speed bin,

so that the maximum and spread of the differential speed distribution is better visible

for all solar wind proton speeds. Thus, the results can be directly compared to the 3

ion species O6+, Si7+, Fe9+ that were analyzed with the matrix rate data in chapter 3.

Again, in all Figures the calculated mean differential speeds at each proton speed bin

are given by the black dots, that are connected by the solid black line to guide the eye.

In Figure 6.5 and 6.6 the (1σ) standard error of the mean differential speed 〈∆vip〉 for

each proton speed bin is calculated in the exact same way as in Figure Eq. 3.4. Note

that the overall number of occurrences in each panel are about 20% smaller than for

the analyzed matrix rate data, which is due to the fact that we filter out here all PM

measurements with vth < 21 km/s and in addition we had to exclude from the PHA

data analysis all time intervals with too small counting statistics caused by the limited

CTOF telemetry budget. In addition, we plotted in Figure 6.7 as dashed lines the stan-

dard deviation of the distributions for every proton speed, which can be regarded as a

measure for the variability of the measured differential speed under well-defined pro-

ton speed conditions.

In the very slow wind below proton speeds of 400 km/s we observe ion speeds that

are similar or lower then the proton speed yielding an average differential speed range

between -15 km/s (for Fe8+) and about 5 km/s (for O6+) in this speed regime. At in-

termediate proton speeds between 400 and 480 km/s we find small positive differential

speeds on the order of 10 km for O6+ and the analyzed silicon ions, while for C4+ we

observe only a slight positive differential speed of maximum 5 km/s and for the iron

ions we measure still negative speeds. These speeds however reach in their minimum

values down to -5 km/s for Fe10+ while for Fe8+ is is decreases down to -15 km/s. In

the fast wind at proton speeds above 480 km/s we find for all ion species a plateau of

constant speed (within the measurement accuracy) up to proton speeds of above 540-

550 km/s. Yet, the differential speeds reached at these plateaus are different, so that we

find for O6+ and the silicon ion species the highest speeds at around 30-35 km/s while

for C4+, we find a differential speed in the fast wind between 20 and 25 km/s. For iron

the observed magnitude of high-speed differential speed depends on the charge state.

While we measure between 15 and 20 km/s for Fe9+ - Fe11+, we find for Fe8+ only a

about 5 km/s. This means that Fe8+ is the only one among the discussed species where

the the absolute value of negative differential speeds in the slow wind is larger than

the observed differential speed in the fast wind. We also note, that again for each ion
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FIGURE 6.5
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FIGURE 6.6

species within highest two proton speed bins the differential speed drops to values that

are about 20 km/s lower compared to the plateau values. Yet, we note that the count-

ing statistics in these bins is small and in-deed a comparison with Figure 6.4 shows that

these time periods in the fast wind where the protons are faster than the heavy ions are

very rare but interestingly coincide with the highest proton speeds.

In general we observe a similar differential speed pattern in dependence on the mea-

sured proton speed for all analyzed ion species (of which signatures were/can be al-

ready seen in the matrix rate data), of differential speeds that are comparable to the

(systematic) instrumental uncertainties in the slow wind and intermediate wind to a

clear signature of differential speed in the fast wind at a relatively sharp transition

at vp ≈ 480 km/s. This finding as differential speed as general speed of heavy ion

species is a clear contrast to the results of the earlier SOHO/CELIAS study [[28]] that

are presented by the magenta line in the panels of O6, Si7, and Fe9, and which only

yield significant 8positive) differential speeds for O6+, while for Si7+ and Fe9+ small

negative or zero streaming was found at all solar wind (proton) speeds. The observed
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FIGURE 6.7
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FIGURE 6.8

differences between the ion species in the fast wind are in their maximum 30 km/s (be-

tween O6+ and Fe8+), but we note that the ion species with smaller differential speeds

in the fast wind correlate have at the same time also larger negative differential speeds

in the slow wind (C4, Fe9-Fe11, and in particular Fe8+). We discuss this result in greater

detail in subsection ?? in the context of mass- and charge-dependence of the observed

differential speeds and in particular in the light of the systematic measurement uncer-

tainties that we we derived from the long-term data systematical error analysis in the

previous chapter.

As discussed in section 1? the differential speed in the solar wind can be thermalized by

Coulomb collisions between the solar wind ions and protons. At a given measurement

location such as the SOHO site at L1 one can estimate the (relative) effectiveness/im-

pact of Coulomb collisions of the measured plasma sample by the collisional age AC.

Therefore, despite the proton speed the collisional age AC is another possible param-

eter to order the differential speed of the measured solar wind. We note that with the



Chapter 7. Differential Speeds of Solar Wind Heavy Ions at 1 AU 172

measurements of the CELIAS CTOF sensor and Proton Monitor we can measure all pa-

rameters that are necessary to calculate both the proton-proton (AC, pp) and proton-ion

collisional age AC, ip of the measured plasma samples after Eq. ? and ?. In Figure 6.9

we show the 2-dimensional histograms of the ion-proton differential speeds ∆vip for

the ion species O6+, Si7+ and Fe10+ versus the simultaneously measured decadic log-

arithm of the proton-proton collisional age (left panels) and the ion-proton collisional

age (right panels) for the analyzed time period DOY 174-220 in 1996. We restrict the

discussion to these ion species as our measurements showed that the differences be-

tween the ion species are small compared to the overall observed trend. As we have

already seen that the absolute frequencies of occurrence are much higher in the slow

wind and thus at low collisional ages, just because of the SOHO measurement site,

we take this information as given and only show the histograms of the normalized

frequency of occurrence. In exact analogy to Figures ? and ? these are obtained by

normalizing the absolute occurrence frequencies to the respective in every given colli-

sional age bin. The calculated mean differential speed for each collisional age bin with

at least 10 occurrences is connected by the black solid line, while the dashed line mark

the (1σ-) standard deviation calculated in each bin. The (1σ-) standard error is even

smaller as for the protons for all statistically relevant bins and therefore not shown

here. As can be seen from all six panels, we find a clear trend of decreasing differen-

tial speeds with increasing collision age for all ion species as one could expect it for

any true nonthermal signature. Naturally, the ion-proton collisional age is higher than

the proton-proton collisional age as the age scales in a first approximation as q2/m.

At the lowest collisional age we find for each ion species differential speeds that are

comparable in magnitude not only between the AC, pp and AC, ip case but also com-

pared to the maximum differential speeds reached at high proton speeds between 480

and 540 km/s. Interestingly, at the the highest collisional ages we find now for all ion

species small negative differential speeds of less than -5 km/s for O6+ and about -10

km/s for Fe10+. However, on the whole the difference in spanned 〈∆v〉 does not in-

crease significantly for any analyzed order parameter vp, AC, pp and AC, ip compared

to the average standard deviation of the differential speed distributions given by the

mean difference between the solid and dashed line over all x-axis bins, so that we can-

not conclude from Figures ? - ? that any order parameter of the differential speed is

superior to the other two. Thus, a strong role of collisions in the regulation of the ion-

proton differential speed (at certain regimes) is compatible with the found trends but

cannot be proofed from these measurements alone.
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FIGURE 6.9
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6.2.3 Mass- and Charge-Dependency of Differential Speeds

We finally analyze also the differential speeds that we obtained from the short-term

VDFs for their dependence on the ions species mass and charge. In Figure ?? we show

the differential speeds of the ion species C4+, O6+, Si7+ - Si9+ and Fe8+ - Fe11+ as a

function of their mass-per-charge value since we have seen from section 1? that the

magnitude of differential speed might be sensitive to the ions-mass-per charge if reso-

nant ion-cyclotron resonance plays a crucial role in the determination of the differential

speeds. The shown ion species are the same as in Figure? - ? with the exception of Si10+

that has larger fluctuations in the mean differential speed and a relatively wide spread

of the differential speed distribution in the fast wind (compare Figure ?). Since it is also

the least prominent among the selected ion species (see Figure ? all ion calibration),

this might indicate some stronger influence of adjacent ion distributions in the Si10+

counts such as O6+.

-Explain calculation of mean speeds and the calculation of error bars, note that O6+ and

C4+ have the largest error bar, which might be caused by the high base-rate factors.

We can see in Figure 6.10 that among the ion species with lower mass-per-charge m/q ≤
4 amu/e O6+ and Si7+ -Si9 are measured with mean differential speeds of about 30

km/s without any statistically significant differences as can be seen from the over-

lapping error bars for this group. As already discussed in ? Within this group C4+

is measured at a somewhat lower mean differential speed of 22 ± 4 km/s with only

very small overlap of the error bar with Si7+ and no overlap with the other species.

The analyzed ion species group at higher mass-per-charge values consists (only) of

the four best resolved/central iron charge states. The gap between the two groups

is given by the fact that neither Si6+ nor any of the higher iron charge states yields

very stable differential speeds in the long-term data. As already discussed in subsec-

tion 6.2?, the iron ion species on the whole show lower differential speeds in partic-

ular in the short-term data with mean values of less than 20 km/s, but in particu-

lar Fe8+ is measured with a very small speed difference of about 5 km/s. Thus, on

the whole we find from the (current) analysis of the short-term VDFs a (seemingly

clear) trend of decreasing differential speed with increasing mass-per-charge among

the investigated heavy minor ion species. Assuming for simplicity an approximately

linear relation with mass-per-charge, the gradient of this trend can be calculated as

∆(〈∆vip〉)/(∆m/q) ≈ −5 (e km)/(amu s). (Note that this trend would predict no dif-

ferential speed for ion species with m/q ≥ 8 (Fe7+).) -we note that these differential

speeds are derived from the Gaussian fit model, for which we showed that it systemat-

ically underestimates the differential speeds of the heavy ion and in particular for iron.
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FIGURE 6.10

Therefore, the found trend is quite likely to be modified to a certain extend when the

more accurate Kappa-Moyal model is applied to the short-term data. We discuss the

expected modification in the next subsection ??.

From section 6.2? we know that not only the potential acceleration processes in the

solar wind can be mass- and charge-dependent but also thermalization processes such

as Coulomb collisions are. Thus, if one assumes that any kind of acceleration process

close to the Sun accelerated the different minor ion species to a certain level of differ-

ential speed with only small differences between the species or alternatively that after

the initial acceleration up to a certain point the regulation of the differential speed is

dominated by a given m/q-independent instability but from there on collisions are

dominating and causing a thermalization of the differential speeds (even in the fast

wind), one might expect a mean differential speed that is well ordered among the ion

species by the ion-proton collisional age so that one expects after Eq. ? to first order

a decreasing differential speed with increasing q2/m. However, in Figure 6.11 we can

see that the ordering of the ion species after q2/m does not give any conclusive pic-

ture of the observed differential speeds in the fast wind. Explain pattern (wrong weak

thrend, only iron below, which can be attributed to the instrument response model)

One can argue that this is the expected result for the fast wind, where collisions play

only a minor role (Marsch1982 etc.), but compared to other studies the collisional ages

are not so low (in the faster wind ¿480 km/s of this study which is centered around a

collisional age of -1) as we never measure in the classical polar fast wind with mean
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FIGURE 6.11

speeds of about 800 km/s and Kasper? claims that in this regime Coulomb collision

have already a measurable effect (are the dominant process), which cannot be deduced

from these results. On the other hand due to the mentioned competing processes in the

solar wind, the simple assumption that all heavy ion species are accelerated or regu-

lated to the same differential speed before Colulomb collisions start to influence their

speed might be just an appealing over-idealization. For completeness, we also looked

into the ordering of the differential speeds with increasing q2/m in the intermediate

proton speed range 400 ≤ vp ≤ 480 km/s (not shown here), as one might expect some

clearer signature of Coulomb collisions here as the mean collisional age in this regime is

higher. Yet, the expected pattern could not be found in this data either and the situation

is even more complicated as the the differential speeds in this speed regime are hardly

significant in terms of systematical measurement uncertainties for most ion species.
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6.3 Heavy Ion Thermal Speeds

6.3.1 Statistical Analysis of Thermal Speed Ratios

FIGURE 6.12
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6.3.2 Evolution of Thermal Speed Ratios in Comparison with Differential
Speed

FIGURE 6.13

FIGURE 6.14
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FIGURE 6.15



Chapter 7

Summary and Discussion

7.1 Summary: Kinetic Properties of Solar Wind Heavy Ions

Measured with SOHO/CELIAS

-Investigated the kinetic properties of solar wind heavy minor ions at 1 AU measured

with SOHO/CELIAS/CTOF and compared them with the Proton proton properties

that were simultaneously measured with the SOHO/CELIAS/PM.

-in long term data we were able to investigate 69 ion species (mass range: 2 < A <= 59,

mass-per-charge range: 2.3 ≤ m/q ≤ 8?, elements: C-Ni) in the slow and fast wind by

filtering the long-term data for a narrow proton speed of [330,340] km/s and [500,510]

km/s interval as explained in section 5.?. The results were conducted from a proba-

bilistic assignment method based on an inflight calibration that includes a systematic

description of the ion species peak positions and shapes where the latter were modeled

as asymmetric Kappa-Moyal functions in accordance with the measurement principle

based on the carbon foil technique. -For ? of the investigated ion species their spectra

showed acceptable count rate fluctuations in the core so that a consistent (bulk/core)

mean speed determination was possible.

7.1.1 Long-Term Speed Spectra

We find in the slow wind - long term-speed spectra that consist of a Maxwellian core

and sub/suprathermal tails on both the high speed and slow speed flanks for almost all

investigated species. -of these ? the Maxwellian core showed an ion speed within +-5

km/s around the mean proton speed. In particular for all ion species with expected and

observed high relative abundances the mean ion speed was within the given interval.

180
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-So that within the systematic errors of our method, in particular the PM uncertainty,

we conclude that the speed of the vast majority of measured ion species, among them

the ones measured most reliably, is consistent with zero differential speed in the slow

wind.

We find in the fast wind for the ? investigated ion species -also long term-speed spectra

consisting of a Maxwellian core and sub/suprathermal tails similar to the slow case as

far as they can be determined for the more abundant ion species within the reduced

count statistics. - We find that due to the reduced counting statistics only ? of the 69?

investigated ion species showed acceptable count rate fluctuations in the core so that

a consistent (bulk/core) mean speed determination was possible. - among these ? ion

species ? showed a differential streaming of more than ? km/s among them all of the

most abundant ion species? -From this systematic analysis of all observed heavy ion

species and including the systematic error analysis that takes into account the most im-

portant systematic uncertainties of the CTOF response model we conclude, that the all

reliably measured heavy ion species show a significant differential streaming between

15 km/s and 30 km/s in the fast wind in the proton speed interval between 500 and

510 km/s. As can be seen from Figures ? and ? for the most prominent ion species of

the most abundant investigated heavy elements, this result is also valid for other speed

intervals with representative number of cycles in the fast wind between 480 and 540

km/s.

- we show only weak dependency on mass-per-charge, basically only iron ions show

that trend to a statistically significant effect, but it is strongly response model depen-

dent i.e. stronger gradient stronger for the full response model (grad) set also different

quantitative results for Gauss and Kappamoyal model in particular for the very heavy

iron ion species (lower heavy ion speeds for both speed regimes observed) - For all

(these) investigated ion species the statistical errors are an order of a few km/s which

means about a magnitude smaller than the obtained differential speeds and could

consistently derived over different fractions of the (approximately) Maxwellian VDF

(1sigma-2 sigma intervals around maximum).

our observations are back-up by generally meaningful/expected observations/behaviour

in(of the data -The relative abundances of the most abundant ion species for each of the

10 investigated elements are in good agreement with the expected abundances as de-

scribed in section ?. -compared to the slow wind case the we find for all investigated

elements lower mean charge state in agreement with the expected coronal origin of the

fast wind. - wider distributions 50 km/s in the fast wind observed than in the slow

wind 15 km/s(no difference between ions observed?) - this finding does not change

when we conduct the same analysis with a smaller set of ion species (give respective
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numbers here) but shows slightly smaller mean ion speeds if the peak shape is substi-

tuted by the regular Gaussian peak shape in particlar for the very heavy ion species

that show pronounced tails (down to -5km/s for certain iron species,check!)

7.1.2 Short-Term Velocity Distribution Functions

Short-term data, obtained for the 10 best resolved ion species (up o now only from

Gaussian response model) with 2.7 ≤ m/q ≤ 7 -identified from time series that the

positive differential speeds appear over longer connected time intervals (¿1 day) dur-

ing fast wind streams (almost exclusively) at speeds over 480 km/s, while in the slow

wind the ions stream at the or slightly lower speed and in the intermediate wind the

differential speed pattern alternates/is more variable but hardly resolvable with the

current resolution (maybe this in discussion). - from 2d-histograms differential speed

versus proton speed statistically confirm the time series measurements of positive dif-

ferential streaming at fast speeds over 480 km/s for all analyzed species - magnitudes

between 15 and 35 km/s (except for Fe8) comparable to long-term measurements, but

a bit higher for low (m/q ≤ 4)-ions - ordering by (proton-proton, or ion-proton) colli-

sional age yields an equally good alternative to ordering by proton speed, so that both

parameters can be regarded as potential ordering parameters (the proton speed prob-

ably more indirectly through the higher wave activity in the fast wind streams, that is

in this small data set quite well-couled to the solar wind (proton) speed. - relatively

strong dependence on mpq found (grad: ) related to the upper point of differential

speed magnitude.

- thermal speeds from short term data: all 6 analyzed major ion species (that are not

biased by the Epq-stepper stop) of Si7, - Fe10 show approximately thermal speeds (ra-

tios 0.9-1.0) at low collisional ages (fast wind), while a clear trend towards equal tem-

peratures is observed for coll. age larger than O1 -therefore about mass-proportional

heating observed and thermalization due to coulomb collisions consistent with the ob-

servations. In particular clearer breaking point signature in the collisional age than in

the protons? (Maybe here the collisions kick in and not in already earlier by the regu-

lation of the differential speed, which is already about zero at this collisional age).

7.2 Discussion: MpQ dependence / Systematic Error analysis

Both the long-term speed spectra and the short-term VDFs show significant differential

speeds of the solar wind heavy ions compared to the protons in the fast wind. Com-

paring the magnitude of ∆vip for different ion species, both measurements also show
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higher differential speeds for ion species with lower mass-per-charge, but the differ-

ence between low-m/q and high m/q-ion species is less than 10 km/s in the long-term

data (see Figure 5.14 and 5.14 in chapter 5) while it is about 20 km in the short term data

as we see in Figure 6.10. This yields a much stronger dependence in differential speed

on mass-per-charge in the short-term data because a difference of 10 km/s is already a

substantial fraction of the overall observed differential speeds at 1 AU. The observed

quantitative trend difference between the two results are mainly because of the four re-

liably measured iron ions Fe8+ - Fe11+ (which alone span a relative large range of≈ 40%

of the investigated m/q-range) that are measured with 5 km/s ≤ ∆vip ≤ 15 km/s in

the short term data while they are measured with 15 km/s ≤ ∆vip ≤ 30 km/s in the

long-term data as can be seen from the comparison of the same Figures 5.14 5.14 and

7.1. The difference between the two results can be explained mainly due to the fact that

the short-term data is analyzed still with the Gaussian response model while the shown

long-term data in chapter 5 is already analyzed with the more accurate Kappa-Moyal

peak model. To illustrate this point we show in Figure 7.1 for several major heavy ion

species the comparison between the observed mean short-term differential speeds (in

the proton speed range between 480 km/s and 540 km/s, filled symbols) and the mea-

sured long-term differential speeds for the proton speed range vp ∈ [500, 510] (empty

symbols) but this time derived with the Gaussian peak shape model for direct compar-

ison. We see that in this case the long-term differential speeds match exactly with the

short-term differential speeds for iron when they are derived with the same response

model. The gray shaded area shows the estimated range of systematic uncertainty that

we derived from the long-term mean speed error estimation in chapter 5 for the differ-

ent peak tail parameters, with the best tail parameter Ac = 0.0035 ch−1 lying roughly

in the middle of this area. Thus, one can anticipate the systematic correction that one

has to apply to the obtained short-term differential speeds to correct them for the inac-

curate peak shape model1. As can be seen from the extension of the gray area, that we

already discussed in chapter ??, this correction is larger for ions with high mass-per-

charge such as the iron ions, so that the strong decreasing trend of differential speeds

with increasing mass observed in the short-term data, is reduced.

In general, we also note that the improved peak shape model also reduces the negative

differential speeds for iron in the slow wind that we recognized for instance in Figure

6.6. This can be seen from Figures 5.8 and 5.10, where we only observe small negative

differential speeds for the iron ions of about -5 km/s which is comparable to the other

ion species and can be easily explained by the inaccurcies of the CELIAS Proton Moni-

tor.

A second minor reason for the stronger trend in the short term data is the difference

1Ideally, the short-term data should be also evaluated with the more accurate Kappa-Moyal peak model
in the future to verify this explanation also with identically low short-term counting statistics.
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in average differential speed that is observed for the low-m/q ions that are measured

with differential speeds around 25 km/s in the long-term data while we find differen-

tial speeds around 30 km/s in the short-term data. As can be seen from Figure 7.1, this

difference cannot be explained by the difference in the response model. Since it is in

general plausible that nonthermal features in the short-term data are more pronounced

as they are less likely to be averaged out over shorter integration periods, it is not clear

why this should only apply to the heavy ion species with lower mass-per-charge, but

not to iron as can be seen from Figure 7.1. Thus, it might be the case that we have an

instrumental effect here that causes a small systematic bias e.g. due to the PHA count

rate multiplication with higher base rate factors for the low-m/q species compared to

iron. This idea is related to the fact that for small counting statistics in the applied fits

(i.e. where many ET-bins are empty), the true count rates cannot be approximated that

well with a much smaller subsample of PHA counts that are multiplied with a high

correction factor.

FIGURE 7.1: Long-term (LT) and short-term (ST) differential speeds obtained for sev-
eral major ion species derived with the Gaussian Response model. The gray shaded
area is the systematic uncertainty interval that we obtained from the long-term speed

measurements in chapter 5.

Under the two discussed circumstances, the observed trend that looks at a first glance

quite substantial in terms of relative differential speed, might vanish completely with

a more elaborated response / peak shape model, so that we cannot exclude that all ion

species flow at exactly the same differential speed of about 20-30 km/s compared to

the solar wind bulk protons. Yet, what is statistically very unlikely from the measured

long-term and short-term data and the systematic error analysis is that the ion species
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follow the opposite trend of increasing differential speed with increasing mass-per-

charge. This is particularly interesting as such a trend can be expected, if the ions were

accelerated locally to their differential speed cut-off that results form the resonance

condition in chapter 1.

7.3 Discussion: Kinetic Properties of Solar Wind Heavy Ions at

1 AU

Discuss the comparison between SOHO and ACE results with Figure 7.2 and 1.13 in

chapter 1.

FIGURE 7.2: Differential Speeds obtained from the short term data for the major ion
species O6+ - Fe11+, in units of the average extrapolated Alfén speed from wind for
the fast wind stream between DOY 213 and 216 1996. The gray shaded area corre-
sponds to the systematic uncertainty interval that we obtained from the long-term

speed measurements in chapter 5

7.4 Discussion: Collisional Evolution of Nonthermal Heavy

Ion Velocity Distribution Functions

If time left:

discuss the collisional evolution with the Hernandez-Marsch model.
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7.5 Stop Reading

main results/findings (probably putting here a summary table similar to ESAC presen-

tation would be a good idea here):

-1) all (major) ions show the same qualitative behavior both as a function of proton

speed and collisional age (this is also the case for ions where the measurement un-

certainties are large due to their low abundances or/and the measurement set-up. in

particular by improvements in the data analysis (using MR and PHA data, improved

response model for (very) heavy ion species, maximum-likelihood approach instead of

box rates) that are also taken into account in the uncertainty analysis we could solve

the issue seemingly contradictory differential speeds of the Hefti (1998) study.

2) all (with SOHO/CELIAS) investigated ions (minimum Si7+,Si8+,Fe12+,Fe11+,Fe10+,Fe9+)

that can be resolved with the highest (and sufficient) accuracy show mean speeds that

are equal to the simultaneously measured proton speeds in the slow wind and signif-

icant (1,2,3? sigma) positive differential speeds in the fast solar wind regime - both in

long-term averages and in short-term resolution (compare also B-field extrapolation by

Nemecek et al. o Taut el al for the short term data)

3) making use of the systematic analysis approach (although limited by instrumental

effects: E/q-stepper, reconstructed PHA counts), when we compare all ion species we

find that within the (overall) uncertainties all these species stream at the same differen-

tial speed at 1 AU at all (slow, fast, intermediate) observed solar wind regimes. In par-

ticular the best resolved ions (Si7+,Si8+,Fe12+,Fe11+,Fe10+,Fe9+) show no (clear/sig-

nificant) trend with m/q in the fast or intermediate wind, neither we find a trend with

m2/q. The absence of such a trend in the fast (or more precisely in the collisionless

wind) sets constraints on acceleration models including resonant wave-particle interac-

tion with resonances of order n > 0 both in the case of local acceleration or acceleration

close to the Sun, when we just consider this single (main) acceleration mechanism and

only take into account Coulomb collisions as the (main) relaxation mechanism. Instead,

in the fast solar wind the equal differential speeds could be well-explained by Landau-

resonance/damping (n = 0) which would yield mass-per-charge independent speeds.

Furthermore, since we see no trend with q2/m (when we compare silicon and iron ions)

in the intermediate wind (colage classification?), where collisions are expected to have

some influence on the kinetic properties of the ions, this might point to a local accel-

eration as source of the differential streaming rather than interpreting it as remnant

signature, but this last point should be seen carefully since there are only a few ions

which could be measured with sufficient accuracy and also only for a very limited time

period.

4) -remind: In ACE data we do not have (yet) such an elaborated response model
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(should be ok for most abundant ions) and in particular no systematic error estima-

tion yet, at SOHO we have no in-situ Bfield data, but we are now able to draw a rel-

atively consistent picture of differential speeds (in the ecliptic at 1 AU): the observed

differential speeds are in (very) good agreement with ACE observations. No differen-

tial streaming in slow (collisional) wind, few tens of kilometers per second in the fast

(collisionless) wind (give numbers), mind that we only measure the reduced/projected

speeds. When we take expected values of Alvfen speed, instruments (disregarding

systematic uncertainties) show the common observation that the differential speed is

about half the ambient alfven speed (not the full alfven speed as one wuld expect from

simple considerations (why?). Recapitulate with Lars here our major points of our cur-

rent understanding (see also picture that we send to Nemecek).

For temperatures: - keep in mind that with the time-of-flight mass spectrometers on

SOHO and ACE we only measure ”reduced” temperatures. With SOHO these cannot

be related to onboard in-situ data, so that these are in general a mix of parallel temper-

atures with the mean B-field configuaration along the Parker angle.

1) we observe nonthermal temperatures in the collisionless (fast) wind and a clear trend

towards thermal equlibrium. The transition occurs around a collisonal age of 1 (aver-

age scattering of 90 degrees (stddev) for each particle) as expected(?) by i.e. Narsch

and livi (check!)

2) for all well-resolved ions (check in particular strongly telemetry corrected ions,such

as O6+), we find (quite) exact mass-proportional heating (vthion/vthp = 1) in the col-

lisionless wind, which is different from the ACE results. This is either a true a true

temporal difference (low statistics for ACE/SWICS? probably cannot reproduce this

effect, or?), or one of the measurements is slightly off. (check for ACE measurement

issues in ACE/SWICS or SOHO/ACE PM measurements), ask Lars for the ACE data

and check definitions), also give systematic uncertainties for thermal speed measure-

ment. The difference between mass-proportional or over-mass proportional heating is

a crucial difference to test detailed model predictions of resonant ion cyclotron interac-

tion (such as by Isenberg and Hollweg)

3) Reduced (asynchronous) perpendicular and parallel temperatures look different/have

to be distinguished as can be seen with ACE/SWICS, but subject to a reliable extrapo-

lation from WIND to SOHO.

Both differential streaming and temperatures seen together: -when plotting both differ-

ential speeds and temperatures as a function of collisional age we find that the equal-

ization of differential speeds starts at least about one order of magnitude in collisional

age earlier than the equalization of kinetic temperatures, which is in contradiction to

the predictions of the relaxation process that one can would get analytically when only



assuming Coulomb collisions acting between a Maxwellian sample of solar wind heavy

(minor) ion test particles and the solar wind protons (also Maxwellian VDF). The latter

would predict an almost simultaneous decrease of both quantities (on a logarithmic

scale). At a first glance the temperature (thermal ratio) curve looks more or less similar

as in the analytical model, but the differential speeds start to decrease at much lower

collisional ages than expected, which means (when we do not shift significantly in col.

age) that it is not collisions that are the main driver of the relaxation process, but prob-

ably the build up and/or maintainance of differential speeds is regulated by a different

process inherent to wave-particle interaction itself. the easiest explanation would be a

coupling to the ambient alfven speed, which could be already much lower at interme-

diate coll. age than at low col. age values. Also check, whether in the analytical model,

the temperature curve changes significantly, if we fix the differential speed evolution as

measured. If yes, this means that an additional heating (energy transfer process from

mono-directional kinetic energy to heating occurs (the heating might be also only just

waves resolved with insufficient time resolution). If no, it means that in contrast to the

differential speed the different heavy ion temperatures are indeed regulated mainly by

Coulomb collisions with the solar wind bulk protons. In the easy picture of a strong

coupling of the differential speeds to the ambient alfven speed, this could be (easily) ex-

plained consistently because the ion temperatures do not (explicitely) depend (check!)

on the local alfven speed.

-the CTOF short-term and long-term data showed a very similar speed pattern for all

analyzed solar wind ion species:

About equal speeds or even small negative speeds in the fast wind and positive differ-

ential speeds in the fast wind

statistically differential speeds

7.6 Possible Experimental Improvements and Future Measure-

ments

Asymmetric peak shapes: The few exceptions [Mu, sulfur by Cohen?, Bob? others],

concentrated on the isolated description of single ion species peaks in order to derive

more accurate elemental and/or charge states abundances, but no systematic attempt

was made to find a general substitution for the Gaussian peak shape for the complete

set of solar wind heavy ions (maybe better emphasize this in the summary/discussion

chapter).



Appendix A

Supplementary Documentation of the

CTOF PHA-Data Base-Rate

Reconstruction

CTOF Matrix Rate Data

Idea of this appendix is to allow complete reproducibility of the derived data products

(from the physical point of view), even if there might appear only a brief/shortened

description of the applied procedure in the respective chapters. Give here necessary

additional functions, tables information in any form to achieve this goal.
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FIGURE A.3
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FIGURE A.4
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FIGURE A.5
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FIGURE A.6
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FIGURE A.7
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Appendix B

Supplementary Documentation of the

CTOF Response Model

B.1 CTOF PHA Data Calibration

B.1.1 Fundamental CTOF Instrument Parameters

Instrument Parameter Value Unit Reference

Lτ 70.5 mm [Aellig/Hefti(PhD,1998,1997)]

U0 0.331095 kV [Aellig/Hefti(PhD,1998,1997)]

r 1.040926 1 [Aellig/Hefti(PhD,1998,1997)]

Uacc 23.85 kV [Taut(Master,2014)]

dC− f oil 24 nm [Taut(Master,2014)]

dSSD−SiO2 75 nm [Oetliker(1993), Janitzek(Master,2014)]

δvE/q 0.0121 1 [Aellig(PhD,1998)]

TABLE B.1: Summary of fundamental CTOF instrument parameters for the In-flight
calibration and derivation of the velocity distribution functions.
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B.1.2 TRIM Simulation Input-Spectra

Ion min. step max. step min. Eacc [keV] max. Eacc [keV]

He2+ 30 73 52 69

O6+ 40 70 156 185

Si7+ 38 58 191 220

Si8+ 38 58 218 251

Fe8+ 27 57 219 285

Fe9+ 25 60 242 329

Fe10+ 27 60 270 356

TABLE B.2: Simulation input energies calculated as reference ion energy range after
post-acceleration. The table is adapted from Janitzek(Master,2014).

B.1.3 TOF-Position Calibration

Element A B C TOFCOR [ch]

He 5.889321 17.70091 0.015628 0

C 13.08489 21.96882 0.015237 -2

N 13.19550 14.60739 0.017141 -1

O 17.35453 45.98613 0.008159 -2

Ne 13.62666 26.34092 0.015860 -3

Na* 12.28412 -35.53477 0.018663 -2

Mg 8.235615 6.927236 0.023816 -2

Al* 12.28412 -35.53477 0.018663 -2

Si 14.71547 -7.057364 0.021663 -1

S 13.89511 1.125358 0.030509 -1

Ar* 12.28412 -35.53477 0.018663 0

Ca* 12.28412 -35.53477 0.018663 0

Fe 12.28412 -35.53477 0.018663 0

Ni* 12.28412 -35.53477 0.018663 0

TABLE B.3: Look-up Table for the calculatation of the TOF positions in the CTOF base-
rate corrected PHA ET-matrices. The constants A,B,C are for the calculation of the
relative energy loss in the carbon foil ατ according to Eq. 4.18 in section 4.4. The
asterisk ∗ marks the elements, for which we did not obtain ατ from a TRIM simulation
but approximated it with the iron value ατ,Fe as an approximation of the mean relative
energy loss (see section 4.4). The value TOFCOR is the correction of the TOF channels

for all ion species of the given element and for all E/q-steps 0 ≤ j ≤ 116.
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B.1.4 ESSD-Position Calibration

Helium is the only element for which we observe a TOF-dependent pulse height defect

(in agreement with [Hefti,1997,PhD]). The corresponding PHF-value is calculated from

a polynomial fit αHe
ε (Ẽnuc(τij)) to the TRIM simulation that is in good agreement with

the measured ESSD position of He2+ (see section 4.4 and Janitzek(Master,2014)):

αHe
ε (Ẽnuc) = C0αε,He · Ẽ3

nuc + C1αε,He · Ẽ2
nuc + C2αε,He · Ẽnuc + C3αε,He (B.1)

with the constants C0αε,He - C3αε,He given in Table B.4 and the energy/nucleon-proportional

term:

Ẽnuc =
L2

τ

2
· (Aτ · τij + Bτ)

−2 · amu
keV

(B.2)

where τij is the calibrated TOF peak position at Epq-step 0 ≤ j ≤ 116 for He2+ or He+,

respectively, and the remaining constants L2
τ as given in Table B.1, Aτ, Bτ as given in

Eq. 4.20 and amu= 1.66 · 10−27 kg and keV= 1.602 · 10−16 C.

For all other calibrated elements carbon - nickel for which we obtained a TOF-independent

pulse height defect the constant PHF-value is given in Table B.5 and can be directly used

in Eq. 4.23.

Element C0αε,He C1αε,He C2αε,He C3αε,He

He 5.117329e-05 -2.923190e-03 6.387425e-02 2.480608e-01

TABLE B.4: Look-up Table for the calculatation of the ESSD positions in the CTOF
(base-rate corrected) PHA ET-matrices for helium (He2+, He+).
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Element PHF (= αε,uncor) PHFCOR (= αε,relcor)

C 0.609 39.0/42

N∗ 0.575 39.2/42

O 0.542 39.5/42

Ne 0.510 39.5/42

Na∗ 0.495 39.5/42

Mg 0.479 39.5/42

Al∗ 0.464 40.0/42

Si 0.448 40.5/42

S∗ 0.423 40.7/42

Ar∗ 0.397 40.9/42

Ca∗ 0.372 41.1/42

Fe 0.296 42.0/42

Ni∗ 0.273 42.0/42

TABLE B.5: Look-up Table for the calculatation of the ESSD positions in the CTOF
(base-rate corrected) PHA ET-matrices as described in section 4.4 for all calibrated
elements with atomic number Z > 2 for which we obtain a pulse height defect that is
independent of the ions TOF position. The PHF-value is derived for the uncorrected
PHA count rate data. The PHF-value for the base-rate corrected PHA count rate data is
calculated by αε = αε,uncor · αε,relcor. The elements that are marked with a ∗ are linearly

interpolated as described in section 4.4.

B.1.5 ESSD-Width Calibration for Iron

As the dominant iron species Fe8+ - Fe11+ are well separated from other ion species of

comparable abundance, their ESSD peak shape can be modeled more accurately from

the CTOF long-term data. We use an asymmetrical Gaussian for this purpose:

Rε,Fe(σε,up, σε,low, τ, ε) =G1
asym(ε0(τ), σε,up, σε,low, ε)

=


exp

(
− (ε0 − ε(τ))2

2σ2
ε,low

)
if ε ≤ ε0(τ)

exp

(
− (ε0 − ε(τ))2

2σ2
ε,up

)
if ε ≥ ε0(τ)

(B.3)

where σε,up and σε,low are the width parameters for the upper and lower ESSD flanks,

respectively and ε0(τ) is the calibrated most probable ESSD channel at each given TOF

channel after Eq. 4.23. Assuming a linear scaling of both width-parameters with ε0(τ):

σε,up(ε0(τ)) = Aσε,up · ε0(τ) + Bσε,up (B.4)
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and

σε,low(ε0(τ)) = Aσε,low · ε0(τ) + Bσε,low (B.5)

we find from fits to the iron data peaks at Epq-steps 39 - 55 the optimal scaling param-

eters Aσε,up = 0.167, Bσε,up = 0.5 and Aσε,low = 0.139, Bσε,low = −1.0 ch. We recognize that

the upper ESSD-flank in the data is more pronounced than the lower ESSD flank, which

is in agreement with [Aellig,PHD], although one would expect it the other way around

if the energy loss in the SiO2 dead-layer was the main reason for the peak asymmetry

along the ESSD axis (see the TRIM simulations in [Janitzek(2014)]). Clearly, a deeper

understanding of the ESSD signal formation for very heavy ions i.e. from laboratory

calibration measurements is necessary here to improve the peak shape models for time-

of-flight mass spectrometers in current or future missions.
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B.1.6 CTOF Detection Efficiencies

Eacc/nuc [keV/amu] DC-Efficiency, Iron

1 0.035

1.5 0.080

2 0.110

2.5 0.140

3 0.165

3.5 0.185

4 0.205

4.5 0.218

5 0.230

6 0.245

7 0.260

8 0.270

9 0.275

10 0.280

12 0.290

14 0.295

16 0.298

18 0.300

20 0.300

TABLE B.6: Double Coincidence efficiencies for iron [after Aellig/Gruenwaldt 1998],
modeled after measurements of oxygen and argon with CTOF flight spare model at
MPAe Katlenburg-Lindau (oxygen could be also put here measered and modeled).
The values are extracted manually from Figure 4.11 in [Aellig, PhD). The model un-
certainties, which are 10% in the typical energy range for the main charge states of iron

[estimated by Aellig, PhD, 1998).
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Eacc [keV] SSD-Efficiency, Iron

200 0.75

250 0.81

300 0.87

350 0.91

400 0.94

450 0.96

500 0.97

TABLE B.7: SSD efficiencies [estimated by Aellig, PhD, 1998]) after measurements of
the ACE/SWICS SSD at the Ion Beam Facility at the Univeryity of Giessen. The values

are obtained manually from Figure 4.14 in [Aellig, PhD, 1998].
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Appendix C

CTOF Response Model

Details/Information

Give short description of this appendix part.
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C.1 Full Stable Response Model

C.1.1 2D-Gaussian Peak Model

FIGURE C.1
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FIGURE C.2
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FIGURE C.3
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FIGURE C.4
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FIGURE C.5
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FIGURE C.6
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FIGURE C.7
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FIGURE C.8

213



FIGURE C.9
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FIGURE C.10
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FIGURE C.11
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FIGURE C.12
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C.1.2 Kappa-Moyal Peak Model

FIGURE C.13
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FIGURE C.14
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FIGURE C.15
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FIGURE C.16
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FIGURE C.17
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FIGURE C.18
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FIGURE C.19
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FIGURE C.20
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FIGURE C.21
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FIGURE C.22
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FIGURE C.23
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FIGURE C.24
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C.2 Reduced Stable Response Model

C.2.1 2D-Gaussian Peak Model

FIGURE C.25
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FIGURE C.26
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FIGURE C.27
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FIGURE C.28
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FIGURE C.29
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FIGURE C.30
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FIGURE C.31
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FIGURE C.32
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FIGURE C.33

239



FIGURE C.34
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FIGURE C.35
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FIGURE C.36
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C.2.2 Kappa-Moyal Peak Model

FIGURE C.37
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FIGURE C.38
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FIGURE C.39
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FIGURE C.40
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FIGURE C.41
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FIGURE C.42
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FIGURE C.43
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FIGURE C.44
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FIGURE C.45
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FIGURE C.46
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FIGURE C.47
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FIGURE C.48
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Appendix D

Heavy Ion Long-Term Speed Spectra

Measured with CELIAS/CTOF

D.1 Long-Term Slow Wind Speed Spectra Obtained from the

Kappa-Moyal Full Stable Response Model

FIGURE D.1: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.
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FIGURE D.2: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.

FIGURE D.3: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.
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FIGURE D.4: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.
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FIGURE D.5: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.
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FIGURE D.6: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.
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FIGURE D.7: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.

FIGURE D.8: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.
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FIGURE D.9: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.
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FIGURE D.10: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.
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D.2 Long-Term Slow Wind Speed Spectra Obtained from the

Kappa-Moyal Reduced Stable Response Model

FIGURE D.11: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.
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FIGURE D.12: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.

FIGURE D.13: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.
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FIGURE D.14: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.

FIGURE D.15: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.
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FIGURE D.16: Long-term accumulated speed mean speeds (for details see text) for
the genaralized-peak-shape model (left) and the asymetric-iron model (right) for slow

wind (upper) and fast wind (lower) measurement period.
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D.3 Long-Term Fast Wind Speed Spectra Obtained from the

Kappa-Moyal Full Stable Response Model

FIGURE D.17: Long-term accumulated count spectra

FIGURE D.18: substitute by N46!
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FIGURE D.19: substutute by O67 and put this in appendix!

FIGURE D.20: test1
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FIGURE D.21: test2
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FIGURE D.22: substitut either by Si6-10 (better) or Si710.
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FIGURE D.23: Long-term accumulated count spectra

FIGURE D.24: Long-term accumulated count spectra
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FIGURE D.25
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FIGURE D.26: Long-term accumulated count spectra

D.4 Long-Term Fast Wind Speed Spectra Obtained from the

Kappa-Moyal Reduced Stable Response Model

Period: DOY 174-220 1996, vsw (vproton) in[500,510] km/s. Model: Kappa-Moyal

Reduced Stable (28 ions included in the fit)
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FIGURE D.27: Long-term accumulated count spectra

FIGURE D.28: Long-term accumulated count spectra
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FIGURE D.29: Long-term accumulated count spectra

FIGURE D.30: maybe not necessary to put it here (since Ne8 is already shown), and
only put this in the appendix.
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FIGURE D.31: Long-term accumulated count spectra
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FIGURE D.32: Long-term accumulated count spectra
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D.5 Long-Term Fast Wind Spectra Utilized for the Systematic

Error Estimation

Model: Kappa-Moyal Reduced Stable (28 ions included in the fit) varying tail scaling

parameter AC ∈ {0.0015, 0.0025, 0.0035, 0.0055, 0.0075} ch−1 (AC = 0.0035 is the opti-

mal selected parameter.
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FIGURE D.33: AC = 0.0015 ch−1
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FIGURE D.34: AC = 0.0025 ch−1
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FIGURE D.35: AC = 0.0035 ch−1
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FIGURE D.36: AC = 0.0055 ch−1
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FIGURE D.37: AC = 0.0075 ch−1
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